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ABSTRACT

The drug development process takes a long time since it requires sorting through a large number of inactive com-
pounds from a large collection of compounds chosen for study and choosing just the most pertinent compounds
that can bind to a disease protein. The use of virtual screening in pharmaceutical research is growing in popularity.
During the early phases of medication research and development, it is crucial. Chemical compound searches are
now more narrowly targeted. Because the databases contain more and more ligands, this method needs to be quick
and exact. Neural network fingerprints were created more effectively than the well-known Extended Connectivity
Fingerprint (ECFP). Only the largest sub-graph is taken into consideration to learn the representation, despite
the fact that the conventional graph network generates a better-encoded fingerprint. When using the average or
maximum pooling layer, it also contains unrelated data. This article suggested the Graph Convolutional Attention
Network (GCAN), a graph neural network with an attention mechanism, to address these problems. Additionally,
it makes the nodes or sub-graphs that are used to create the molecular fingerprint more significant. The generated
fingerprint is used to classify drugs using ensemble learning. As base classifiers, ensemble stacking is applied to
Support Vector Machines (SVM), Random Forest, Nave Bayes, Decision Trees, AdaBoost, and Gradient Boosting.
When compared to existing models, the proposed GCAN fingerprint with an ensemble model achieves relatively
high accuracy, sensitivity, specificity, and area under the curve. Additionally, it is revealed that our ensemble
learning with generated molecular fingerprint yields 91% accuracy, outperforming earlier approaches.
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1 Introduction

Drug Discovery is one of the most difficult tasks in biomedicine today. High-Throughput
Screening (HTS) analyses are performed to find compounds with optimistic bioactivity within the
produced compound library. Although HTS studies are extremely effective, they are also costly in
terms of time and money due to a large number of manufactured chemicals, protein supplies, and
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laboratory bioactivity testing procedures [1]. The Discovery of a drug is a very tedious and time-
consuming process. The process involves experimenting with every sample compound available in
the compound database to form the potential drugs. Currently, drug designing has evolved from
Drug Discovery into Computer-Aided Drug Discovery (CADD). This change was brought about
by several factors. One of these reasons is the low success rate of separating compounds into drugs
and non-drugs. This has sparked renewed interest in better understanding what makes a compound
drug like, as well as new models and methods for compound classification. There are two main
methods for screening the drug similarity of a chemical compound. The methods are Ligand-Based
Virtual Screening and Structure-Based Virtual Screening. When screening compounds, structure-
based virtual screening is used if the structure of the target protein is already known. Ligand-
based screening is the process to screen if the target protein is unknown. Many studies are rapidly
proceeding in these two categories to convey more effective methods for the prediction of drug-likeness.
Ligand-based methods for drug similarity prediction are primarily based on molecular descriptors
and the representation of descriptors in the form of molecular fingerprints. Various fingerprint
encoding methods are available for drug similarity prediction. The molecular fingerprints of the
compounds are analyzed for molecular similarity. Because of advances in computational science,
the discovery and development of new drugs have been accelerated. Artificial Intelligence (Al) is
being used by an increasing number of businesses and academic institutions. Machine Learning
(ML) is a key component of Al that has been integrated into a variety of industries including data
collection and analytics. For algorithmic techniques like Machine Learning (ML), a solid foundation
of mathematics and computational theory is required. Deep Learning (DL) assisted self-driving cars,
advanced voice recognition, and Support Vector Machine (SVM) based smarter search engines are all
examples of ML models being applied in promising technologies [2—5]. Drug discovery, bioinformatics,
and cheminformatics have already benefited from the use of these computer-aided computational
approaches initially developed in the 1950s. There are two basic categories of LBVS approaches such
as similarity search and compound categorization [6]. Similarity search utilizes molecular fingerprints
such as those derived from molecular graphs (2D) or conformations (3D), 3D pharmacophore models
[7], simplified molecular graph representations [§], or molecular shape queries [9]. When a compound is
compared to a database compound, a similarity metric produces a ranking of compounds in decreasing
order of molecular similarity to reference molecules [10]. Candidate compounds are chosen based
on their position in this similarity list. Tanimoto coefficients are commonly used as a measure of
similarity for fingerprint or feature set overlap. After fingerprint generation, classification methods
are applied to discover unseen drugs. Aside from basic classification methods like clustering and
partitioning, machine-learning approaches like support vector machines (SVM), decision trees, k-
nearest neighbours and artificial neural networks (ANN) are becoming increasingly popular in the
classification of large-scale datasets of LBVS All of these strategies aim to predict compound class
labels (e.g., active or inactive) based on models developed from training sets, as well as provide a
ranking of database compounds based on the likelihood of their molecular fingerprint In addition,
compounds can be selected for the construction of target-focused compound libraries Sub-structural
analysis (SSA), presented by Cramer et al., as a technique for the automated interpretation of
biological screening data, was the first application of machine learning in drug discovery The growing
availability of massive data collections of various kinds has sparked interest in the development of
novel data mining methods in the field of machine learning. When it comes to drug development,
machine learning methods have a wide range of potential applications, so it’s worth having a glimpse at
specific approaches and emphasizing their benefits. Because machine learning approaches are difficult
to describe, incorporating them may consider them even more difficult to recognize. Graph Neural
Network is the most efficient way of generating fingerprints from drug compounds. Traditional Graph
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Neural Networks ignore different hop neighbors. Exclusively the largest sub-graph which is the final
aggregation output is used to learn the node representation. When a model is generated using an
average/sum pooling method or a maximum pooling method, it may contain an excessive amount
of irrelevant data. To address the aforementioned issues, we proposed a graph neural network with
an attention mechanism, with ensemble modeling used for classification. The following are the main
contribution of this paper: As an alternative to k-hop convolution, we propose a graph convolution
method with an attention mechanism that can utilize information from distinct hop neighbors. The
attention polling layer is used instead of the average or max-pooling layer which extracts all the
information without losing individual node information. Later, the ensemble Model is used for drug
classification. We conduct experimental analysis and compare with the existing fingerprint methods
and model classification is compared with other existing models.

The organization of this article is structured accordingly. The related work is discussed in
Section 2. The proposed approach is described in Section 3. Section 4 includes an experimental result
analysis of the proposed method and finally, Section 5 concludes the research work.

2 Related Study

Numerous ML algorithms are being developed and utilized in all stages of drug discovery
and development including the development of new targets, improvement in clinical trials, stronger
evidence for target disease associations, improved small molecule compound design optimization,
increased understanding of disease mechanisms, increased understanding of the disease, non-disease
phenotypes, and the development of new biomarkers for prognosis efficacy [!1]. In general, drug
classification is divided into two stages. Initially, molecules are represented by encoding their structural
information, and then this structural information is subsequently used as input to machine learning
models for classification. Drug discovery applications rely on accurately describing molecules by
encoding their structural information, which is a difficult problem in cheminformatics and machine
learning to solve. Although there are many different types and applications for Molecular repre-
sentations, molecular fingerprints are the most extensively used and recognized representations [12].
Molecular fingerprints can be pre-defined structural components such as PubChem fingerprints,
which comprise 881 bits that reflect common substructures. The most advanced fingerprints are
ECFPs which are a variation of the Morgan method. Using fingerprints, it is possible to compare
molecules based on their similarity, which can be utilized in fingerprint-based virtual screening to
identify potential drug candidates. They are employed in the analysis of virtual chemical libraries to
identify molecules that are similar in structure and presumably similar in bioactivity. The selection
of a fingerprint is critical to the performance of a similarity search of this nature, as different
fingerprints target different chemical domains and attributes than others. Machine Learning (ML)
based algorithms can be used to find compounds of interest that are bioactive. Based on their
fingerprints, machine learning models can anticipate the actions of molecules rather than searching
for similar compounds [13]. These methods do not require a similarity search, but they still rely on
pre-calculated fingerprints at their heart. Graph Neural Networks (GNNs), a novel family of machine
learning algorithms, may be able to eliminate the need to calculate fingerprints. When trained, these
networks learn how to encode molecules directly and can manage them. As a result, GNNs can
tailor their molecule-transformation strategies to the specifics of the task at hand. While standard
fingerprints are unable to learn and encode structural information essential for a particular job. The
initial method named ECFP discusses the use of Graph Neural Networks in the context of molecular
fingerprints. The GNN outperforms the ECFP in many ways. The concept of chemical fingerprints
was further developed in later research with more complex models. A Graph Neural Network that has
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been trained on molecules has the same capabilities as any other neural network that has been trained
on molecules. These fingerprints are produced solely by the activation of a specific hidden layer in the
network. Until now, research has concentrated on the potential for GNNs to improve prediction [14].
One or two studies have looked at how well these networks perform in terms of producing high-quality
fingerprints. The chemical space covered by their fingerprint is compared to that of the ECFP. The
ECFP and GNN fingerprints are compared, as previously indicated. Using an auto-encoder neural
fingerprint, a similarity search is performed in a work. Those fingerprints, on the other hand, are
formed by unsupervised training. While unsupervised models are trained to reconstruct or translate
chemical representations, supervised models are trained to perform a specific goal, such as predicting a
molecule’s activity. This enables unsupervised models to be utilized across multiple domains, but they
cannot encode domain or task-specific information that supervised models accomplish. Until now,
the performance of fingerprints derived from supervised models in terms of similarity search has been
ignored. ECFP is a widely used circular fingerprinting algorithm that encodes molecular structure by
hashing fragments up to a certain radius. An ECFP fingerprint, on the other hand, is often difficult
to decipher [15]. Combining multiple types of fingerprints with different machine learning methods
is an ideal strategy that can improve the model’s diversity and consequently its prediction ability,
according to current research As far as model creation is concerned, ensemble modeling can adequately
combine the predictions of multiple models [16]. Since each base learner’s strengths and weaknesses are
taken into account, ensemble learning tends to be more accurate than individual models recent work
using ensemble learning for chemical toxicity prediction has shown promising results [1 7] were able to
develop a predictive ensemble model with an accuracy of 89 percent [18]. With an accuracy of 86%,
drug classification based on a set of nine molecular fingerprints has been proposed using ensemble
modeling.

3 Proposed Method

The proposed ligand-based virtual screening drug discovery framework is shown in Fig. 1 [19]. It
is divided into two major components: Molecular Fingerprint Generation and drug prediction using
the Ensemble approach [20].
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Figure 1: Proposed model
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3.1 Molecular Fingerprint Generation

In our proposed method, fingerprints are generated using an improved graph convolutional neural
network known as Graph Convolutional Attention Network (GCAN) [21]. The attention pooling layer
is used instead of the mean/max-pooling layer as in the traditional graph convolutional neural network.
The improved graph neural network consists of three major parts namely, the graph convolutional
layer, attention convolutional layer, and attention pooling layer. The molecule can be considered as an
undirected graph if the atoms in the compound are considered nodes and the bonds are considered
edges of the network [22]. It is possible to use the graph convolutional neural network model to
combine information from distant atoms along the bond direction [23]. All substructure identifiers are
generated by adaptive learning in the differentiable network layers [24]. Using this method, it is possible
to extract useful representations. Simplified Molecular Input Line Entry Specification (SMILES)
strings are preferably converted to molecular graphs using RDKit, open-source cheminformatics
software [25]. It is possible to encode molecules into ASCII strings using the SMILES specification,
[26] which describes molecular 3D structures in ASCII. Each atom and the bonds that bind to it are
then given a feature vector [27]. There are several aspects of the atoms and bonds in this vector, such as
their element, their degree, and the number of hydrogen atoms attached to them [28]. The features of
the bonds include their kind (single, double, triple, or ring), as well as their conjugation. It is possible to
perform convolution operations at different levels when considering the different contributions made
by neighboring atoms [29]. This is accomplished through the use of graph convolutional modules,
which are comprised of graph convolutional layers, batch normalization layers, and graph pool
layers [30].

3.2 Graph Convolutional Layer

Graph Convolutional Layer can be represented recursively followed by a convolutional structure
with depth n as in Eq. (1).

N = ¢ (METIN" W) (1)

where N" represents properties of nodes that contain the local structural information in the vector
form. M = M + I is the adjacency matrix with each node’s self-connection, D is the diagonal node
degree of the adjacency matrix, MD is the normalized graph structure in the convolutional layer
and W is the weight parameter. The results of each step can only be used to construct the next
convolution result during the recurrence of Eq. (1), except for the Nn parameter. There will be a
significant loss of information during this process, and only the final convolution result from Nn,
which represents the largest sub-graph and will be useful for subsequent tasks. This type of operation
has the potential to result in a large loss of information. The convolutional layer would only capture
the n-hop local structure. To address this problem, an attention convolution layer is implemented to
focus on accumulating information from each convolution phase.

3.3 Attention Convolutional Layer

The core concept of the attention convolution layer in graph convolutional architecture is to
improve the model’s ability to rely not only on the n-hop convolution output but also to capture
valuable information from every hop in the process. Consequently, a hierarchical representation of
the most valuable information from distinct hop convolution operations will be produced as a result
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of the convolution process. The hierarchical representation is defined by Eq. (2) as given below:
0y = Zi:l AN’ ()

Aggregation of each hop result is obtained by using the vanilla attention mechanism, where A4 is
the attention weight, v is the local structure in each hop and N” represents the node in the network.
The information about the hierarchical structure is preserved inside the final node representation. Each
attention convolutional layer’s input is the sum of the output of the layer before it and the original Y
as illustrated in Fig. 2. This is known as the attention convolutional layer input. Finally, a dense layer
is employed to analyze the combination of outputs from each convolution layer. These are denoted as
the Attention Convolution Modules in Egs. (3) and (4).

n

prl=2 ANN =+ Y 3)

p, = Dense ({p!, p.,....p0"}.0) “4)
where Dense () is the dense layer that sums up the output of all attention convolutional layers.

Graph Input 1-hop 2-hop =---- n-hop

Convolutional
Output

Figure 2: Attention convolutional layer

3.4 Attention Pooling Layer

Instead of relying on basic max/mean pooling after sorting, an attention pooling layer is proposed
as a replacement for these methods. An arbitrary network is encoded into a fixed-size embedding
matrix while maximizing the information contained inside each node’s depiction is the main goal
of the attention pooling layer. The attention mechanism is utilized to produce the weights vector
by considering the graph node representation learned from the convolution module as an input and
outputting it as a weights vector A using the attention mechanism. When the hyperparameter r is
selected for the number of subspaces, the graph representation from the node representation is learned
to obtain the value higher than or equal to one. The attention weight is represented as a matrix cxr
rather than a vector in the pooling layer and c is the channel content feature in each node. It can be
defined as in Eq. (5).

E = softmax (e, tanh (e,D")) (5)
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where e, and e, are the weight matrix with the cxc and cxr respectively. E represents the weight of

each node in different subspaces and D = {p’, p!, ..., p"}. Then, graph representation matrix H of
a molecular fingerprint is get by weighted summation of F,
H=ED (6)

3.5 Ensemble Learning

This study employs six machine learning algorithms as a baseline model namely Support Vector
Machine (SVM), Random Forest, Naive Bayes, Decision tree, AdaBoost, and Gradient Boosting. The
algorithms are explained in detail below:

e Naive Bayes (NB) Algorithm: Probability and likelihood are the underlying concepts of
a Gaussian naive Bayes (NB) model. The algorithm is stable, quick, and straightforward.
The foundation of NB is Bayes’ theorem, which is predicated on the strong assumption of
conditional independence. Each feature in a class is presumed to be separate and distinct from
the other features in that class. The model can be easily constructed and is beneficial for dealing
with very large datasets. It can also outperform other classification methods. However, the
Naive Bayes algorithm performs better with categorical input variables than with numerical
values and multiple-class prediction. It is possible that the assumption of independence on
which the algorithm is built does not always work perfectly.

o Decision Tree (DT) Algorithm: Both categorical and continuous variables benefit from the
decision tree technique. Based on the input attributes, decision tree classifiers build a tree-
like model (formed from the training dataset) to generate predictions about the test data. An
attribute is associated with each of the nodes in the tree’s internal structure, and each leaf node is
associated with a class label. While the training dataset is split into smaller subsets in a Decision
Tree, a single feature is placed at the top of the tree. Every subset is subjected to the same two
stages, which are then repeated indefinitely. It is a straightforward method that can handle a
large set of data.

e Random Forest ( RF) Algorithm: A random forest classifies data is utilized for finding the mean
probabilistic prediction of each tree. Over-fitting is a problem with the decision tree method that
can be avoided by using decision trees, which are similar to traditional decision trees. However,
it is more difficult to decipher than a decision tree. In order to create a forest of unique trees,
each decision tree is constructed using randomness.

e Boosting Algorithms: Boosting is a technique for creating strong learners from weak learners,
which involves combining weak classifiers into a single strong classifier and then testing the
result. An adaptive boosting classification algorithm, also known as AdaBoost or Adaptive
Boosting (AB), is a machine learning classification algorithm based on the idea of iteratively
causing weak learners to learn a larger portion of the examples in the training data that are
difficult to classify by assigning more weight to test sets that are frequently misclassified. The
weak learners are made up of decision trees that have just one split, which is referred to as
decision stumps. In the gradient boosting method, several weaker models are combined to create
a stronger model that is then tested. Gradient Boosting (GB) is a method of reducing the loss
function until the minimum test loss is achieved and then repeating the process.

o Support Vector Machine (SVM): Statistical learning theory is used to develop an effective
machine learning approach called Support Vector Machine (SVM), which examines the data
required for classification and regression analysis. By using numerous kernel functions, this
approach translates the properties of the input data into a much higher-dimensional space and
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then generates a hyperplane or set of hyperplanes in a high-or infinite-dimensional space to
distinguish between positive and negative values. In this work, the SVM models are constructed
with the assistance of the radial basis kernel function.

Generally expressing, the theory behind ensemble methods states that training data is evaluated
in a variety of ways before an ensemble of first-stage classifiers is formed. A new ensemble classifier
is built utilizing the stacked ensemble approach, in which a final-stage model learns how to combine
the predictions from numerous first-stage models. A two-stage stacking strategy is employed. Initially,
a dataset is used to train different models. The predictions of the first-stage models are then stored
to create a new dataset. In the current dataset, each occurrence is linked to the actual estimate it is
expected. The final prediction is made using the dataset and the meta-learning method. There are
two types of models that make up a stacking model: Base Models (also called first-stage models) and
meta-learner (final-stage classification). The training data is used to train various first-stage models.
Subsequently, to integrate the base model predictions using previously unused data, the final-stage
model is trained using the training dataset as well as the outputs of the first-stage models. Algorithm 1
describes the working process of the proposed model.

Algorithm 1: Proposed Model
Input: Let n be drug Compounds in SMILES format
M, M,, ..., My be base model classifiers
Output: Trained Ensemble Classifier
BEGIN
Step 1. Generate molecular fingerprint for each drug compound
fori=1, ..., ndo
generate molecular fingerprint l(n) using GCAN
end for
Step 2: Trained Base Models My by applying data N
fori=1, ..., ndo
B, = M( N )
end for
Step 3: Return meta classifier by stacking
M= BJi

return M
END

4 Experimental Analysis
4.1 Dataset

Bioactivity data from ChEMBL and PubChem were used to construct the dataset. More than
55,000 ligands have been tested on 160 human-protein kinases. All of the ligands were determined to
be either active or inactive based on their ATP competitiveness. Numerous ligands in the dataset were
tested on a few kinases, resulting in a lack of activity information for many kinases in the dataset.
The final data set includes SMILES strings and kinase activation rates for each of the 160 compounds
investigated. For the training, test, and external validation sets, a 5-fold cross-validation is employed
with a random split of 80%, 10%, and 10%. An evaluation of the model’s performance, as well as its
similarity, was carried out using an external set of data.
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4.2 Evaluation Metrics

Base Models were tested using the following four indicators: Accuracy (ACC), Specificity (SPC),
Sensitivity (SEN), and Area under Curve (AUC). ACC is a metric that measures the model’s capability
to predict the expected data. SPC is used to assess predictive accuracy for negative data, while SEN is
used to assess predictive accuracy for positive data. False positives (FP), false negatives (FN), and the
number of true positives (TP) and false negatives (FN) can be used to calculate these three indicators
(FN). The following are the results of the indicators’ calculation:

TP+ TN

ACC = x 100 %
TP+ TN + FP + FN

SPC= —— %100 )
TN + FP

EN=——"__x1

S 7P+ iy <V ©

Receiving characteristic (ROC) curves are graphs that show the TP rate (SEN) vs. the FP rate (1-
SPC) at various diagnostic cutoff points. The AUC was determined as a key measure of the model’s
predictive value. In order to compare the efficiency of the generated molecular fingerprints, a similarity
measure was utilized. The distance was calculated using continuous generalizations of the Tanimoto
similarity metric. The distance calculation is given in Eq. (10).

> min (a,, b))
Z max (a;, b;)
The relationship between the distances and the correlation coefficient is 0.834.

D(ab)=1— (10)

There are two types of the experiment have been demonstrated to show the performance of the
proposed fingerprint generation model. Initially, fingerprint similarity between Extended Connectivity
Fingerprint (ECFP) and GCAN using their pairwise distance was examined as in Fig. 3. GCAN
network compared with small and larger random weight initialization along with larger random
weights. With larger random weights, the proposed model generates a fingerprint that is similar to
the ECFP fingerprint.

GCAN vs ECFP Fingerprint

1.0F

0.9}

0.8f

0.7}

ECFP Fingerprint distance

0.6} .

1

0‘ L L ) L
%.5 0.6 0.7 0.8 0.9 1.0
GCAN Fingerprint Distances

Figure 3: Similarity between ECFP and GCAN with large random weight
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Secondly, neural fingerprints are compared with large and small random weights to ECFP
fingerprints in terms of their predictive efficiency. Predictive analysis of Fingerprints with SVM gives
a better result as shown in Fig. 4. which displays the average predictive performance. Both approaches
produce similar results with larger random weights. Graph convolutional Attentional neural finger-
prints with small random weights, on the other hand, have significantly better performance. In other
words, the relatively smooth activation of neural fingerprints aids in generalization performance when
weights are assigned at random. Before assembling, the fingerprint is used as input to the baseline
classifier. Support Vector Machine (SVM), Random Forest, Naive Bayes, Decision tree, AdaBoost,
and Gradient Boosting are used as base classifiers. The performance of the baseline classifier with
GCAN fingerprint is evaluated using 5-fold cross-validation and compared to the performance of the
ECFP fingerprint. The learning rate for Graph Convolutional Neural Network (GCN) and Graph
Convolutional Attention Network (GCAN) has been analyzed for both ChemBL and PubChem
datasets. From Figs. 5 and 6, it is observed that the proposed method has performed better than
traditional graph neural networks.

2.0

T T T T
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GCAN with Small random weight
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Figure 4: Average predictive performance of fingerprints

PubChem
0.9
0.85
0.8
. AV I Wi
0.65
0.6
0.55
OISH.-qrc.-q.-‘.-.—urqrq.-q.-._.rq._q.-q..._.ﬁﬂ...
ARNRYABRBARANRINRENEY

e GCAN GCN

Figure 5: Learning curve using PubChem data
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Figure 6: Learning curve using ChemBL data

Tables 1 and 2 show the performance of the baseline classifier using the ECFP fingerprint and
the GCAN fingerprint, respectively. SVM outperforms other models in terms of ECFP and GCAN
fingerprint accuracy. SVM achieves 89 percent accuracy with the ECFP finger but has lower specificity
than other models. When compared to existing models, our suggested GCAN fingerprint has higher
accuracy and specificity. Random forest, Nave Bayes, AdaBoost, and Gradient perform similarly, but
our proposed technique outperforms ECFP fingerprint in terms of accuracy as shown in Figs. 7-9.

Table 1: Performance of base classifier with ECFP fingerprint in 5-fold cross-validation

Models ACC (%) SEN (%) SPC (%) AUC

SVM [16] 89.6+2.8 77.5+3.8 57.6+4.5 0.834£0.028
Naive Bayes [17] 70.2+2.6 79.3+3.8 59.1+4.7 0.77+0.027
Random forest [18] 721427 74.5+4.0 54.6 £4.9 0.727+0.019
AdaBoost [19] 67.9+2.6 749+4.1 49.1+£49 0.664 +0.029
Gradient boosting [19] 69.7 £2.6 77.3+4.0 58.3+4.8 0.723 £0.027
Decision tree [20] 80.4+2.6 76.5+3.9 59.6+4.8 0.732+£0.018

Table 2: Performance of base classifier with GCAN fingerprint in 5-fold cross-validation

Models ACC (%) SEN (%) SPC (%) AUC

SVM [16] 90.6+2.8  78.54£28  67.64£25  0.87940.018
Naive Bayes [17] 703425 783434 601437  0.78+0.027
Random forest [18]  75.14£2.6 755430  556+39  0.737+£0.029
AdaBoost [19] 689428 759442  50.5+4.1  0.674-+0.039

Gradient boosting [19] 71.6£1.6 76.3+£3.0 57.3+4.5 0.733£0.017
Decision tree [20] 81.9+2.5 77.5+3.8 60.6 +4.7 0.734+0.028
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Table 3 compares our GCAN molecular fingerprint with the ensemble stacking model to known
literature approaches. The proposed method has 91.6 percent accuracy, which is higher than other
current methods. It has a specificity of 91% and a sensitivity of 89.5%, which is higher than any other
model. The specificity and area under the curve of our proposed and Feng et al. are nearly identical,
but our proposed method outperforms Feng et al. in terms of accuracy. It is due to the attention
convolutional layer and the attention polling layer, which may obtain information from individual
nodes and provide an aggregation from all hops.

Table 3: Comparison with existing ensemble methods

Models ACC (%) SEN (%) SPC (%) AUC

Zhang et al. [21] 70.6 2.6 72.54+2.8 67.6+2.5 0.779 £0.028
Aietal. [22] 72.3+2.4 78.3+3.1 60.1+2.7 0.781£0.017
Mora et al. [23] 78.1+2.6 75.5+2.9 65.6+3.9 0.797+0.019
Liet al. [24] 84.9+2.7 80.9+4.2 80.5+4.1 0.887+0.029
Fang et al. [25] 86.33+1.6 82.02+3.0 90.19+4.5 0.937 £0.047
Proposed 91.6+2.8 89.5+£28 91.6+2.5 0.949 £0.038

The ensemble model with the GCAN molecular fingerprint produces better results, as illustrated
in Figs. 10-12. The distribution of valuable nodes is dynamically learned through attention pooling.
GCAN can obtain more information underneath the graph input by employing an attention strategy to
aggregate distinct hop neighbors. Without losing any individual node or global topology information,
GCAN can collect a large number of graph signatures on the run. The GCAN over graph network
proposes prominent advantages over deep learning approaches. GCAN is the most practical graph
classification, even if graph neural networks still dominate the field. This is due to GCAN'’s ability to
handle efficiency and a variety of other issues that most graph networks encounter.
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Figure 10: Ensemble model accuracy comparison



3046 CSSE, 2023, vol.47, no.3

Proposed

Fang et al

Lietal

Mora et al

Aletal

Zhang et al

40 60 80
Sensitivity (%)

o
r
o

Figure 11: Ensemble model sensitivity comparison
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Figure 12: Ensemble model specificity comparison

5 Conclusion

A drug classification model is proposed in this article that uses Graph Convolutional Attention
Network (GCAN) to represent the drug as a molecular fingerprint representation, followed by an
ensemble stacking model for classification. As base learners in stacking, SVM, Random Forest,
Nave Bayes, Decision Tree, AdaBoost, and Gradient Boosting are employed. When it comes to
typical GCN models, information is lost in every convolution step. We used an attention method to
solve this problem. Our attention convolution layer architecture captures more hierarchical structure
information than previous models, resulting in a more accurate representation of both individual nodes
and the network as a whole. A self-attention mechanism is used by the attention pooling layer to
focus on different features of the graph, resulting in a fixed-size, comprehensive graph representation
matrix. The experimental results revealed that our proposed method has a higher accuracy of 91.6
percent which is better than previous methods. Furthermore, GCAN fingerprints provide superior
representation when compared to other fingerprint representations. In future work, we intend to
integrate a deep-learning classification model to classify more complex drug components.
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