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Abstract: Data hiding (DH) is an important technology for securely trans-
mitting secret data in networks, and has increasing become a research hotspot
throughout the world. However, for Joint photographic experts group (JPEG)
images, it is difficult to balance the contradiction among embedded capacity,
visual quality and the file size increment in existing data hiding schemes. Thus,
to deal with this problem, a high-imperceptibility data hiding for JPEG images
is proposed based on direction modification. First, this proposed scheme
sorts all of the quantized discrete cosine transform (DCT) block in ascending
order according to the number of non-consecutive-zero alternating current
(AC) coefficients. Then it selects non-consecutive-zero AC coefficients with
absolute values less than or equal to 1 at the same frequency position in two
adjacent blocks for pairing. Finally, the 2-bit secret data can be embedded
into a coefficient-pair by using the filled reference matrix and the designed
direction modification rules. The experiment was conducted on 5 standard test
images and 1000 images of BOSSbase dataset, respectively. The experimental
results showed that the visual quality of the proposed scheme was improved
by 1∼4 dB compared with the comparison schemes, and the file size increment
was reduced at most to 15% of the comparison schemes.

Keywords: Data hiding; JPEG images; coefficient-pair; direction modification;
file size increment

1 Introduction

With the development of the Internet and portable digital products, multimedia data, such as
images and videos, have become the main medium for transmitting information. More and more users
are choosing to store their personal data by using public network platforms, such as Weibo, WeChat,
and Cloud-disk [1], which bring certain threats to the security of users’ private data. Data hiding [2–7],
is an important data protection technology that is based on insensitivity of the human visual system
(HVS) and the redundancy of the image itself to embed the data that are needed to be protected into
another open carrier. The carrier that contains the embedded data is visually indistinguishable from
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the original carrier, and this ensures the security of the data that are being protected. In this paper, the
carrier that contains the embedded data is called the marked image.

The early DH schemes were based mostly on uncompressed images. However, with the increasing
demand for information, compressed images are more suitable for transmission and storage in the
network. Currently, the JPEG [8] is one of the most extensively used image compression format. It
can control the sizes of images by using a variable compression ratio, thereby saving the transmission
bandwidth and storage space of the images. However, compared with uncompressed images, JPEG
images have some weaknesses, such as less redundancy, limited embedding capacity, and higher visual
distortion caused by the modification of arbitrary data. Therefore, data hiding for JPEG images is
more challenging [9–13], and this has become one of the major studies in the field of DH.

Existing DH schemes for JPEG images can be summarized into three kinds, i.e., (1) schemes that
modify the huffman code [14–16], (2) schemes that modify the quantization table [17–20], and (3)
schemes that modify the quantized DCT coefficient [21–29]. In the first kind, Mobasseri et al. [14]
were the first to propose embedding the secret data by building the mapping between a used variable
length code (VLC) and an unused VLC in the code-table. This scheme ensures the advantage of file size
increment, but it has a low embedding capacity. Subsequently, Hu et al. [15] improved the performance
of Mobasseri et al.’s scheme by making full use of an unused VLC by specific mapping strategies to
increase the embedding capacity. Although this kind of schemes can guarantee the visual quality and
file size increment of the marked JPEG images, the embedding capacities of such schemes are quite
limited.

The second kind of schemes was proposed first by Fridrich et al. [17] in 2002, and it was extended
by Wang et al. [20]. In this extended scheme, the embedded space was made by decreasing certain
the quantization step and increasing the corresponding quantized DCT coefficients to achieve higher
embedding capacity and better visual quality. But the reduction of the quantization steps leads to a
decrease in the compression rate, and the file size increment may increase appreciably. For the second
kind of schemes, changes to the quantization table break the balance between the image quality and
the file size increment during the compression process, and this leads to the obviously increase in file
size increment of the marked JPEG image.

The third kind of schemes that modify the quantized DCT coefficients can obtain a balance among
the quality of the image, the embedding capacity, and the file size increment, so it has become the
mainstream of current research in data hiding for JPEG images. Xuan et al. [21] proposed reversible
data hiding (RDH) for JPEG based on histogram of the DCT coefficient-pairs, this approach
designed the optimal search strategy to improve the image quality. Nikolaidis [23] used the zero value
of the quantized DCT coefficients to hide the secret data. Compared with many schemes that modify
the non-zero quantization coefficients, this scheme obtains better image quality while maintaining the
same embedding capacity. In 2016, RDH for JPEG images proposed by Huang et al. [26] designed
one-dimensional (1D) histogram shifting rules of DCT coefficients, and selected the AC coefficients
with absolute values of 1 to hide the secret data, and shifted the remaining AC coefficients to assist
the embedding operation. Moreover, the optimization strategy that preferentially selects DCT blocks
with more zero coefficients for embedding both improves the embedding capacity and maintains the
file size. Subsequently, Hou et al. [27] extended Huang et al.’s scheme [26] by introducing a frequency
selection and block sorting strategy in order to reduce distortion. After that, Li et al. [28] built a
2D histogram by pairing every two non-consecutive-zero AC coefficients in the same frequency, and
they designed an effective 2D mapping rule to modify coefficient-pair in order to hide the secret
data. This scheme improved the image quality and reduced the file size increment, but the amplitude
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relationship between coefficients is not considered during the process of pairing the coefficients, thus
the optimal rate distortion performance could not be obtained. Therefore, the adaptive RDH for JPEG
images based on coefficient pairing was proposed by Wu et al. [29] to improve Li et al.’s scheme [28].
This scheme pairs the small AC coefficients to construct a 2D reversible mapping rule and to select
coefficients with different frequencies in each block by combining the adaptive frequency strategy to
hide the secret data. The experimental results show that this scheme has obvious advantages in image
quality and file size increment when it is compared with previous schemes.

Although the schemes mentioned above strive to improve visual image quality and the embedding
capacity while reducing the file size increment, the results are not satisfactory. Thus, we propose a high-
imperceptibility data hiding for JPEG image based on direction modification. In our scheme, all of the
quantized DCT blocks are sorted, and non-consecutive-zero AC coefficients (NCAC) with absolute
values less than or equal to 1 at the same frequency position in two adjacent blocks were selected
to complete the pairing. According to the guidance of the randomly filled reference matrix, the 2-bit
secret data can be hidden into a selected coefficient-pair by using the designed direction modification
rules. Because the rule of direction modification restricts the DCT coefficients to switch only among
−1, 0, and 1, the proposed scheme obtained a higher visual image quality of the marked JPEG image
and a smaller file size increment.

The rest of this paper is organized as follows: In Section “Related works”, the overview of JPEG
compression and the two related schemes are presented. Our scheme is described in Section “Proposed
scheme”. And then, the experimental results and discussion in comparison with existing schemes are
described in Section “Experimental results and analysis”. Section “Conclusion” is addressed at the
end of this paper.

2 Related Works

2.1 Overview of JPEG Compression
As shown in Fig. 1, the JPEG compression process includes mainly three parts, i.e., the DCT

transform, quantization and entropy coding.

Original image

Quantizer

Quantization 
table

DCT
Entropy 
encoder

JPEG image

Huffman 
table

8 8 block

Figure 1: The encoding process of JPEG images

The JPEG encoding process is as follows:

(1) Divide the original image into non-overlapping 8 × 8 image blocks;

(2) For each block, Eq. (1) is used for DCT transformation to convert the original image into the
frequency domain:

P (a, b) = r (a) r (b)

4

7∑
i=0

7∑
j=0

p (i, j) cos
(

(2i + 1) aπ

16

)
cos

(
(2j + 1) bπ

16

)
(1)
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where, r (a) =
⎧⎨
⎩

1√
2

, a = 0

1, others
, p (i, j) represents the pixel value of the original image on coordinate (i,

j), and P (a, b) is the DCT coefficient value in the frequency domain, whose frequency coordinate is
{a, b};

(3) An 8 × 8 quantization table was used to quantify the obtained DCT coefficients, and the
quantized DCT coefficients were obtained by Eq. (2):

h (a, b) = Round
(

P (a, b)

g (a, b)

)
(2)

where, g (a, b) is the quantization step at the corresponding frequency (a, b) in the quantization table,
and h(a, b) is the quantized DCT coefficient;

(4) Entropy coding was used on the quantized direct current (DC) coefficient and the encoded AC
coefficient to get the compressed bit stream; then, the JPEG image is obtained.

2.2 Huang et al.’s Scheme
Huang et al. [26] selected the quantized AC coefficients values of “±1” in smooth blocks defined

by Eq. (3) for extended embedding.

Tk = #
{
j : dk

j = 0, 1 ≤ j ≤ 63
}

(3)

where Tk denotes the smoothness of the kth block, # is the cardinality of a set, i.e., the number of zero
AC coefficients in each block.

The histogram is generated from non-zero AC coefficients in the quantized DCT blocks, and the
secret bit s to be embedded determines whether or not the histogram is shifted when embedding. The
embedding process of the secret bit is described by Eq. (4):

d̂k
j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dk
j + s, if dk

j = 1
dk

j − s, if dk
j = −1

dk
j , if dk

j = 0
dk

j + 1, if dk
j > 1

dk
j − 1, if dk

j < −1

(4)

where d̂k
j denotes the modified non-zero AC coefficient, and s ∈ {0, 1} indicates the secret bit to be

embedded. The embedding operation occurs only on the smoothest first t blocks, where t indicates the
number of the selected blocks that can provide sufficient embedding capacity.

2.3 Wu et al.’s Scheme
The detailed depiction of Wu et al.’s scheme [29] is given as follows:

First, all of the quantized DCT coefficient blocks were arranged in descending order according to
the number of zero-coefficient, and they were divided into 4 sets with different texture complexity, i.e.,
R1 = {

B1, . . . , B�N/4�
}
, R2 = {

B�N/4�+1, . . . , B�N/2�
}
, R3 = {

B�N/2�+1, . . . , B�3N/4�
}
, R4 = {

B�3N/4�+1, . . . , BN

}
,

where R1 represents the smoothest blocks, R4 represents the blocks that have the most texture, and N
is the number of the quantized DCT blocks.

Second, a frequency selection strategy was designed according to the texture complexity of
each block. For any given block Bi (1 ≤ i ≤ N), the sequence of AC coefficients obtained by Zig-
zag scanning is

(
di

1, di
2, . . . , di

63

)
. Suppose that the sequence of AC coefficients selected for pairing is
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(
di

m, . . . , di
n

)
, where 1 ≤ m ≤ n ≤ 63, and the starting frequency m and the cut-off frequency n are

determined according to Eq. (5):⎧⎨
⎩m =

⌈
i

N
× T1

⌉
n = T2

(5)

where �·	 means round up. T1 and T2 (1 ≤ T1, T2 ≤ 63) are two parameters that can obtain optimal
starting and cut-off frequencies. The optimal parameters, T1 and T2, can be obtained by minimizing
the mean squared error (MSE) between the marked image and the original image, as shown in Eq. (6).{

(T ∗
1 , T ∗

2 ) = argmin ED (T1, T2)
T1,T2

subject to EC (T1, T2) ≥ P
. (6)

where P is a given embedded capacity, ED (T1, T2) and EC (T1, T2) are expressed as distortion and
embedding capacity, respectively. The optimal parameter (T∗

1 , T ∗
2 ) can be obtained by exhaustive

search.

Finally, non-zero AC coefficients with absolute values that are not greater than k in the selected
frequency band are selected for pairing, and secret data are embedded according to the two-
dimensional mapping rule, while non-zero AC coefficients di

j with absolute values greater than k are
shifted using to Eq. (7).

�di

j =
{

di
j + 1, if di

j > k
di

j − 1, if di
j < −k (7)

3 Proposed Scheme

Fig. 2 shows a framework of our scheme, and the process of data hiding is applied in the
quantized DCT coefficients, and it includes three stages, i.e., block sorting, coefficient pairing and
data embedding. All of the digital symbols used in our scheme are shown in Table 1.

Original image

Quantization

Quantization
table

DCT
Entropy
coding

Marked JPEG image

Huffman
Table

Block sorting

Coefficient
pairing

Data
embedding

Data hiding

8 8 block

Figure 2: Framework of our scheme

Table 1: The list of the digital symbols used in our scheme

Symbols Meaning

Di Coefficient sequence of the ith quantized DCT block
di

0 DC coefficient of the ith quantized DCT block
di

j (1 ≤ j ≤ 63) AC coefficient of the ith quantized DCT block
�Di

Coefficient sequence that can be used for pairing and embedding data

(Continued)
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Table 1 (continued)

Symbols Meaning

�Dγ (i)
The sorted �Di

in ascending order
k Number of NCAC in the current block

kγ (i) Number of NCAC in block �Dγ (i)

N Number of the quantized DCT blocks

3.1 Block Sorting
In the JPEG compression process, each 8 × 8 quantized DCT coefficient block is scanned in zig-

zag order to obtain the coefficient sequence Di = (
di

0, di
1, . . . , di

63

)
. We divided the AC coefficients into

two parts, i.e., non-consecutive-zero AC coefficients (NCAC) and consecutive-zeros AC coefficients.
Because modification of DC and consecutive-zeros AC coefficients may reduce the image quality
drastically while increasing the file size, they are not used in our scheme. Therefore, the coefficient
sequence that can be used for pairing and embedding data is expressed as �Di = (

di
1, . . . , di

k

)
.

In order for our scheme to obtain better performance, all of the quantized DCT blocks(�D1
, �D2

, . . . , �DN
)

are sorted in ascending order, and a new block sequence
(�Dγ (1)

, �Dγ (2)

, . . . , �Dγ (N)
)

is generated, and γ : {1, 2, . . . , N} → {1, 2, . . . , N} is the unique one-to-one mapping, such that
kγ (1) ≤ · · · ≤ kγ (N), and γ (i) < γ (j) if kγ (i) = kγ (j) with i < j.

In our scheme, the advantages of sorting the blocks are reflected mainly in the following two
aspects:

1) Sorting in ascending order can ensure that more coefficients in low frequency are used
preferentially, thus reducing the distortion in the embedding process.

2) Reducing the difference of kγ (i) and kγ (i+1) in two adjacent DCT blocks can achieve more
valid coefficient-pair for embedding, thus improving the embedding capacity. Fig. 3 gives an example
indicating that large differences of kγ (i) and kγ (i+1) lead to pair failure.

Zig-zag scanning Zig-zag scanning

Pair failure
pair

Two adjacent DCT blocks

-15 1 1 -1 -1 0 0 0

1 -2 0 0 0 0 0 0

-1 -1 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

Consecutive zeros AC 
coefficients

NCAC
-28 -1 -1 0 0 0 0 0

3 0 0 0 0 0 0 0

-1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

Consecutive zeros AC 
coefficients

NCAC

k=5

k=14

Figure 3: Example showing that large differences of k lead to pair failure
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3.2 Coefficient Pairing
Fig. 4 gives an example of an AC coefficient histogram at the same frequency position for Lena

when the QF is equal to 70, 80, and 90, respectively. This figure shows that the AC coefficients at
the same frequency position are mainly concentrated in −1, 0, 1. Based on this, our scheme selects
NCAC with high occurrence frequency and absolute value less than or equal to 1 in two adjacent
blocks for pairing in order to obtain more coefficient-pairs for embedding. The sorted sequence is(�Dγ (1)

, �Dγ (2)

, . . . , �Dγ (N)
)

, and the pairing process is shown in Eq. (8).
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Figure 4: The distribution of the quantized DCT blocks and AC coefficient histogram at the same
frequency position for Lena

C = {(
dγ (p)

j , dγ (p+1)

j

)
: − 1 ≤ dγ (p)

j , dγ (p+1)

j ≤ 1, 1 ≤ j ≤ kγ (p)
}

(8)

where p is odd, dγ (p)

j , dγ (p+1)

j are coefficients at the jth frequency position of two adjacent blocks.

Fig. 5 shows the two-dimensional distribution of the coefficient-pair of “Lena” and “Baboon”
at QF = 80 in our scheme, where the horizontal and vertical coordinates represent the values of the
coefficients. This histogram shows that the peak points appear on the coefficient-pair (0, 0), and the
surrounding position centered at (0, 0), i.e., (−1, −1), (−1, 0), (−1, 1), (0, −1), (0, 1), (1, −1), (1, 0),
and (1, 1), their number also is greater than the number of the other coefficient-pairs.

3.3 Data Embedding
In order to ensure the embedding capacity while considering the performances of both the image

quality and the file size increment, we selected the nine coefficient-pairs with the highest frequency,
i.e., (0, 0), (−1, −1), (−1, 0), (−1, 1), (0, −1), (0, 1), (1, −1), (1, 0), (1, 1) to embed the secret data.

First, we divided the coefficient-pair
(
dγ (p)

j , dγ (p+1)

j

)
into the following three types:

Type A: (dγ (p)

j ,dγ (p+1)

j ) = {(−1, −1), (−1, 1), (1, −1), (1, 1)};
Type B: (dγ (p)

j ,dγ (p+1)

j ) = {(−1,0), (0, −1), (1, 0), (0, 1)};
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Type C: (dγ (p)

j ,dγ (p+1)

j ) = {(0, 0)}.

Figure 5: The 2D histogram of coefficient-pair at QF = 80 in our scheme

Also, as shown in Fig. 6, we designed the direction modification rule of every type. The coefficient-
pairs in type A are changed from ±1 to 0, thus reducing the file size increment, but a diagonal shift
result in a maximum coefficient modification of 2. In type B, coefficient-pairs (−1, 0) and (1, 0) have
diagonal modification, but the balanced conversion of 0 and ±1 does not result in an increase in
the file size. For type C, the maximum modification is only 1, so images with better qualities can be
obtained; but more modification of 0 to ±1 will cause file size to increase. Therefore, users can balance
the relationship among embedding capacity, image quality, and file size increment according to their
requirements, and they can optimally select the different types of the coefficient-pair to obtain better
performance.

Figure 6: Direction modification rule for different types of coefficient-pairs

Then, we randomly filled the reference digit R with 4-ary notational system into the corresponding
position of the coefficient-pair

(
dγ (p)

j , dγ (p+1)

j

)
to generate a reference matrix,as shown in Fig. 7. This
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reference matrix is used to guide the embedding of secret data into a selected coefficient-pair. The
filled data must meet the following two requirements: (1) In the same row, the difference value between
the two adjacent digit is 1 (modulo 4); (2) In the same column, the difference value between the two
adjacent digit is 2 (modulo 4). Random filling operations can improve the security of our scheme, and
the filled rules ensure that every digit can find all other reference digit in its neighborhood.

Figure 7: Filling rules of reference data with 4-ary notational system

Finally, based on the relationship of the secret data to be embedded S and the reference digit R,
2-bit secret data can be hidden into a coefficient-pair by direction modification rules. The detailed
operations are as follows:

(1) Determine the type of the selected coefficient-pair
(
dγ (p)

j , dγ (p+1)

j

)
. If S is not equal to R of the

corresponding coefficient-pair position, the coefficient-pair is modified according to the direction of
the arrows in Fig. 6 so that S = R is satisfied.

(2) If S is equal to R of the corresponding coefficient-pair position, the direction does not change,
i.e., the coefficient-pair is not modified in any way.

Take the coefficient-pair (1, 1) as an example, and suppose the filled reference digit is 2. Obviously,
the type of coefficient-pair (1, 1) belongs to Type A, so if S = 2, the coefficient-pair is not modified,
and if S = 0, the direction is corrected downward and the coefficient-pair is modified to (0,1), and if
S = 1, the direction is corrected horizontally and the coefficient-pair is modified to (1, 0), and if S = 3,
the direction is corrected to the diagonal direction and the coefficient-pair is modified to (0, 0).

According to the above direction modification rules, the distortion generated by the embedding
process can be divided into two kinds, i.e., 1) the distortion ED1 generated by the diagonal modifica-
tion, including type A and (1, 0), (−1, 0) in type B; 2) the distortion ED2 generated by the horizontal or
vertical modification, including (0, 1), (0, −1) in type B and type C. Suppose the number of coefficient-
pairs of distortion in the first kind is N1 and the number of coefficient-pairs of distortion in the second
kind is N2. It is known from Fig. 5 that N1 < N2, then:

ED1 = 1
4

× (1 + 1 + 2) N1 = N1 (9)

ED2 = 1
4

× (1 + 1 + 1) N2 = 3
4

N2 (10)
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Also, because each coefficient-pair can be embedded into two secret bits, i.e., the embedding
capacity is 2 bits, then

EC1 = 2N1 (11)

EC2 = 2N2 (12)

Therefore, the rate distortion [28] that the ratio of the average embedding capacity to the average
distortion can be obtained, and larger rate distortion indicates less image distortion:

R1 = EC1

ED1

= 2N1

N1

= 2 (13)

R2 = EC2

ED2

= 2N2

3N2/4
= 8

3
(14)

Obviously, R1 < R2. That is, if the coefficient-pair of (0, −1), (0, 1) in type B and type C are
selected preferentially to embed the secret data, a higher image visual quality will be obtained. But
the file size also will increase slightly or remain unchanged as the zero coefficients decrease. On the
contrary, if the coefficient-pair of type A and (1, 0), (−1, 0) in type B are preferentially selected to
embed the secret data, the probability of −1 or 1 becoming 0 will be increased due to the directional
modification, and thus the file size increment will be reduced significantly, while the small modification
of coefficient-pair will not cause large distortion of the image.

3.4 Data Extracting
In the data hiding scheme, it should be ensured that the embedded bits can be completely extracted,

and the specific extraction steps are as follows:

Step 1: The marked JPEG image is divided into overlapping 8 × 8 blocks, and all blocks are
entropy decoded to obtain the quantized DCT blocks.

Step 2: Scanning each quantized DCT block in zig-zag order and sorting them in ascending order
according to the number of NCAC.

Step 3: Complete the NCAC coefficient pairing and use the coefficient-pair to locate the reference
digit in Fig. 7. In our scheme, the reference digit is the embedded secret data.

Step 4: Repeat the above steps until all of the secret bits has been extracted.

4 Experimental Results and Analysis

In experiment, three state-of-the-art and similar schemes, i.e., Huang et al.’s scheme [26], Hou
et al.’s scheme [27], and Wu et al.’s scheme [29] were selected as the comparison schemes. To
demonstrate the advantages of our scheme, we selected the same five 512 × 512 standard test images
in the USC-SIPI dataset [30], as shown in Fig. 8. In the process of the experiment,the IJG tool [31] was
used to convert the test images into JPEG images with QF = 70, QF = 80 and QF = 90. The secret data
to be embedded were generated by a random generator. Our experimental results were implemented
by MATLAB 2019a on a Windows 10 workstation with an Intel® Core™ i5 CPU running at 3.0 GHz
and 16.00 GB of RAM.
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Figure 8: The standard test images

Peak-signal-to-noise ratio (PSNR), the structural similarity index measurement (SSIM) [32],
embedding capacity (EC), and increased file size (IFS) were used to evaluate the performance of the
schemes. PSNR is used to evaluate the visual quality of the image, as shown in Eq. (15):⎧⎪⎪⎨
⎪⎪⎩

PSNR = 10 log10

(
2552

MSE

)

MSE = 1
K × L

K∑
i=1

L∑
j=1

(
Iij − I ′

ij

)2
(15)

where K × L is the size of the test image, I is the original JPEG image, I ′ is the marked JPEG image.
EC denotes the total number of embedded secret bits. IFS is used to measure the change of file size
for the JPEG image before and after the secret data are embedded, as shown in Eq. (16):

IFS = P′ − P (16)

where P′ is the file size of the JPEG image after embedding the secret bits, and P is the file size of the
original JPEG image.

4.1 Performance Comparison at Maximum EC
Table 2 gives the maximum EC of the proposed scheme and the comparison scheme for different

QF values, respectively. In this table, it is apparent that there are similar maximum EC in [26,27]. This
is because the scheme in [27] improved the performance of [26] by optimization strategies of block
sorting and frequency selection, but the effect of these optimization strategies disappears when the EC
reaches the maximum. The strategy of the coefficient pairing in [29] reduces the use of small non-zero
AC coefficients to a certain extent, so the maximum EC decreases compared to schemes in [26,27]. The
proposed scheme selects the coefficients −1, 0, 1 that have the highest occurrence at the same frequency
position in the quantized DCT block to pair, so more coefficient-pairs are obtained to hide the secret
bits. Therefore, the maximum EC improves significantly compared with three state-of-the-art schemes.

Table 2: Comparison of the maximum EC for different QF values (bits)

Image QF [26] [27] [29] Proposed

Lena 70 20176 20176 16875 37254
80 25986 25986 21699 49932
90 38583 38583 32569 77540

Baboon 70 43060 43060 36951 85148
80 50717 50717 43611 96156

(Continued)
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Table 2 (continued)

Image QF [26] [27] [29] Proposed

90 62896 62896 54732 103612
Peppers 70 21972 21972 18144 41778

80 28479 28479 23668 56160
90 44763 44763 37557 121524

Airplane 70 15394 15394 12347 31834
80 22291 22291 18082 45604
90 35792 35792 29777 68780

Boat 70 25339 25339 21550 51386
80 31498 31498 26712 74512
90 46082 46082 39001 124632

In order to compare the IFS under the maximum EC, we define the unit maximum embedding
increment UIFSmax, which is the ratio of the file size increment to the maximum EC, as shown in
Eq. (17).

UIFSmax = IFS
ECmax

(17)

Obviously, the smaller UIFSmax is better. Table 3 gives UIFSmax of our scheme and the comparison
schemes under the different QF, and it can be seen from this table that the performance improvement
of our scheme is significant. Taking “Lena” as an example, the UIFSmax of the comparison scheme is
1.56, 1.54, and 1.27, respectively, but our scheme decreases to 0.38, which shows that our scheme can
obtain the smallest IFS even at the maximum EC.

Table 3: Comparison with UIFSmax under different QF

Image QF [26] [27] [29] Proposed

Lena 70 1.52 1.53 1.27 0.36
80 1.56 1.54 1.27 0.38
90 1.55 1.57 1.29 0.39

Baboon 70 1.68 1.67 1.39 0.39
80 1.64 1.64 1.38 0.34
90 1.60 1.61 1.39 0.24

Peppers 70 1.50 1.50 1.20 0.37
80 1.49 1.50 1.22 0.37
90 1.60 1.62 0.90 0.54

Airplane 70 1.42 1.43 1.09 0.42
80 1.39 1.42 1.07 0.36
90 1.41 1.43 1.14 0.31

Boat 70 1.62 1.61 1.35 0.44

(Continued)
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Table 3 (continued)

Image QF [26] [27] [29] Proposed

80 1.69 1.67 1.39 0.52
90 1.78 1.77 1.46 0.57

4.2 Performance Comparison at the Fixed EC
Fig. 9 compares the average PSNR of the five test images under different QF and the fixed EC. The

horizontal axis represents the EC, and the vertical axis represents the average PSNR. When QF = 70
and QF = 80, the visual quality of the marked JPEG images in our scheme is significantly better than
that of three state-of-the-art schemes, and this advantage is more obvious as the EC increases. When
QF = 90, the visual quality of our scheme is still better than that of schemes in [26,27]. Compared
with [29], our scheme is slightly inferior at low EC. That’s because the quantization step of the high-
frequency region increases when the QF is larger, and even the small modification of AC coefficients
results in larger distortion. When the EC increases, our scheme is better than [29].

Figure 9: Comparison of average PSNR of the test images under fixed EC

Fig. 10 provides a comparison of the average IFS of the five test images under different QF and
the fixed EC. Fig. 10 clearly shows that our scheme obtains the lowest IFS at any EC irrespective of
the value of QF. The main reason is that the modification of the AC coefficients always is restricted to
−1, 0, 1 by using direction modification rules, and the embedding process of secret bits may increase
the frequency of zero coefficients, thus improving the efficiency of run-length encoding and obtaining
a better compression ratio.

Figure 10: Comparison of average IFS of the test images under fixed EC
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Table 4 compares the results of PSNR, SSIM and IFS for five test images with fixed EC at QF
= 80. The table shows that our scheme can obtain better image quality and smaller IFS under the
fixed embedding capacity than three state-of-the-art schemes in [26,27,29]. Taking “Baboon” as an
example, when the embedding capacity is 16000 bits, the PSNR of our scheme is 1.7 dB, 1.49 dB and
0.62 dB higher than that of three state-of-the-art schemes in [26,27,29], while the IFS is 18248, 18128
and 12656 bits lower than that of three state-of-the-art schemes in [26,27,29], respectively.

Table 4: Comparison of PSNR, SSIM and IFS of different algorithms at fixed EC (QF = 80)

Image Schemes EC = 12000 EC = 16000 EC = 20000

PSNR
(dB)

SSIM IFS
(bits)

PSNR
(dB)

SSIM IFS
(bits)

PSNR
(dB)

SSIM IFS
(bits)

Lena

[26] 45.91 0.9996 17080 43.58 0.9994 22848 41.44 0.9990 29304
[27] 45.97 0.9997 17024 43.76 0.9994 22712 41.46 0.9990 29936
[29] 46.07 0.9997 13232 43.53 0.9994 17728 40.85 0.9989 22752
Proposed 47.89 0.9998 4984 46.07 0.9997 7232 44.65 0.9996 9680

Baboon

[26] 41.24 0.9987 18136 39.01 0.9978 25280 37.18 0.9966 32376
[27] 41.44 0.9987 17632 39.22 0.9979 25160 37.30 0.9968 32056
[29] 42.44 0.9990 14088 40.09 0.9983 19688 38.16 0.9973 24472
Proposed 42.73 0.9992 4896 40.71 0.9987 7032 39.02 0.9981 9128

Peppers

[26] 45.63 0.9997 17120 43.74 0.9995 22656 42.12 0.9993 28392
[27] 46.13 0.9997 16192 44.23 0.9996 21696 42.49 0.9994 27720
[29] 46.29 0.9997 13176 44.39 0.9996 17768 42.30 0.9993 22272
Proposed 47.24 0.9998 4776 45.48 0.9997 6968 44.25 0.9996 9128

Airplane

[26] 45.06 0.9995 16088 42.42 0.9991 22760 39.98 0.9985 29960
[27] 45.83 0.9996 16144 42.60 0.9992 22216 40.07 0.9985 29880
[29] 45.17 0.9996 12144 42.06 0.9991 17912 39.57 0.9984 22448
Proposed 48.00 0.9998 4896 46.07 0.9997 7280 44.38 0.9995 9088

Boat

[26] 43.34 0.9993 19208 41.45 0.9990 26272 39.92 0.9985 32248
[27] 43.81 0.9994 18496 41.77 0.9990 24744 40.14 0.9986 31960
[29] 44.68 0.9995 12984 42.60 0.9992 18440 40.63 0.9987 24320
Proposed 45.89 0.9997 5232 43.76 0.9995 7616 42.29 0.9993 10160

Table 5 compares the performance indicators of our scheme with the performance indicators of
[26,27,29]. Part of the data in this table are from “Lena” with QF = 80 and an EC of 20000 bits. It
is apparent that the maximum EC of our scheme is almost double that of three comparison schemes.
Most important of all, the IFS of our scheme is only one fifth of that of [26], one fifth of that of [27],
and one fourth of that of [29]. In terms of the visual quality of the marked JPEG image, our scheme
also is significantly higher than the visual qualities of comparison schemes. Although our scheme
cannot lossless recover JPEG images, the distortion is insignificant compared with the distortion of
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the JPEG compression process. It is worth the small loss in exchange for other significant performance
improvements.

Table 5: Comparison of performance indicators with related works

Indicator [26] [27] [29] Proposed

ECmax (bits) 25986 25986 21699 49932
UIFSmax 1.56 1.54 1.27 0.38
PSNR (dB) 41.44 41.46 40.85 44.65
SSIM 0.9990 0.9990 0.9989 0.9996
IFS (bits) 29304 29936 22752 9680
Is secret extraction
reversible

Yes Yes Yes Yes

Is JPEG image recovery
reversible

Yes Yes Yes No

4.3 Performance Comparison Based on Datasets
The experiments were performed on 1000 randomly selected images from the dataset BOSSbase

in order to verify the generality of our scheme. Figs. 11 and 12 compare the average PSNR and the
average IFS at the fixed EC when the QF is 70, 80 and 90, respectively. The figures show that the visual
quality of the proposed scheme was improved by 1∼4 dB on average compared to comparison schemes
in [26,27,29], and the maximum decrease of IFS was about 15% of that of the comparison schemes.

Figure 11: Comparison of average PSNR of the dataset images under fixed EC

Figure 12: Comparison of average IFS of the dataset images under fixed EC
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5 Conclusion

In this paper, we propose a high-imperceptibility data hiding scheme for JPEG images based on
direction modification. The main advantages of our scheme are reflected in the following four aspects:
(1) block sorting ensures that more coefficients in low frequency are used preferentially, and increases
the number of valid coefficient-pair; (2) Strategy of the coefficient pairing obtains more coefficient-
pairs for embedding; (3) The randomly filled reference matrix improves the security of our scheme;
and (4) The designed direction modification rules reduces the distortion and the file size increment of
the marked JPEG images. The experimental results showed that the visual quality of our scheme is
improved by 1∼4 dB compared with the comparison schemes, and the file size increment is reduced at
most to 15% of the comparison schemes. In our next work, we will conduct an in-depth study of the
reversible problem in order to propose an RDH scheme with better performance to meet the practical
needs.
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