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Abstract: Applied linguistics is one of the fields in the linguistics domain
and deals with the practical applications of the language studies such as
speech processing, language teaching, translation and speech therapy. The
ever-growing Online Social Networks (OSNs) experience a vital issue to
confront, i.e., hate speech. Amongst the OSN-oriented security problems, the
usage of offensive language is the most important threat that is prevalently
found across the Internet. Based on the group targeted, the offensive language
varies in terms of adult content, hate speech, racism, cyberbullying, abuse,
trolling and profanity. Amongst these, hate speech is the most intimidating
form of using offensive language in which the targeted groups or individuals
are intimidated with the intent of creating harm, social chaos or violence.
Machine Learning (ML) techniques have recently been applied to recog-
nize hate speech-related content. The current research article introduces a
Grasshopper Optimization with an Attentive Recurrent Network for Offen-
sive Speech Detection (GOARN-OSD) model for social media. The GOARN-
OSD technique integrates the concepts of DL and metaheuristic algorithms
for detecting hate speech. In the presented GOARN-OSD technique, the
primary stage involves the data pre-processing and word embedding processes.
Then, this study utilizes the Attentive Recurrent Network (ARN) model for
hate speech recognition and classification. At last, the Grasshopper Optimiza-
tion Algorithm (GOA) is exploited as a hyperparameter optimizer to boost the
performance of the hate speech recognition process. To depict the promising
performance of the proposed GOARN-OSD method, a widespread experi-
mental analysis was conducted. The comparison study outcomes demonstrate
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the superior performance of the proposed GOARN-OSD model over other
state-of-the-art approaches.

Keywords: Applied linguistics; hate speech; offensive language; natural
language processing; deep learning; grasshopper optimization algorithm

1 Introduction

Brand advertising and mass communication about the products and services of a company have
been digitalized in this modern era. This phenomenon made several companies pay more attention
to hate speech content than ever before [1]. Online hate speech content can be described as messages
conveyed in discriminatory or pejorative language. Though the companies can control the content
released on their social media channels and their website, it is impossible for them to completely control
the online users’ comments or their posts regarding their brand [2]. In simple terms, hate speech can
be found in written communication, behaviour, or speech. It uses or attacks an individual or a group
of people, or an organization using discriminatory or pejorative language about certain delicate data
or protected features [3]. Such protected features include colour, religion, nationality, health status,
ethnicity, disability, sexual orientation, marital status, descent, gender or race and other identity factors
[4]. Hate speech is an illegal and dangerous act that should be discouraged at all levels. In addition to
the content, both sounds and images are also utilized in the distribution of hate speech [5]. Hence,
computer-based text classification is considered an optimal solution to overcome this issue.

There is no universal definition available for hate speech. Because precise and clear hate speech
definition can shorten the annotator’s effort, increasing the annotator’s agreement rate [6]. However, it
is hard to distinguish hate speech from normal speech. So, it is challenging to provide a universal and
precise definition for hate speech [7]. Cyberbullying is a type of online-based harassment that involves
repeated hostile behaviour towards a person or a group of individuals who are unable to defend
themselves, mostly adolescents. This hostile behaviour is deliberately expressed upon the victims to
hurt or threaten them [8]. Cyberbullying is also considered a type of hate speech if a victim’s sensitive
features are targeted during the assault. Hate speech can be differentiated from cyber-bullying in such
a manner that hate speech affects an individual and has consequences for society or a whole group [9].
Hate speech is a complex and multi-faceted concept that is difficult to understand by computer systems
and human beings. The prevailing literature contains numerous Deep Learning (DL) techniques for
detecting hate speech [10].

In this background, the authors have offered various DL models with the help of Neural Network
(NN) elements such as the Convolutional Neural Network (CNN) and Long Short-Term Memory
(LSTM) model. The existing DL methods generally utilize a single NN element and a set of certain
user-defined features as additional features. In general, different DL elements are effective over
different types of datasets. Automatic hate speech recognition becomes essential for avoiding spreading
hate speech, mainly in social media. Several approaches have been presented to carry out the offensive
speech detection process, comprising the latest DL-based models advancements. Various datasets have
also been developed, exemplifying various manifestations of the hate-speech detection problem.

In the earlier study [11], the author used a multilingual and multi-task technique relevant to the
newly-projected Transformer Neural Network to resolve three sub-tasks for hate speech recognition.
These tasks are nothing but the tasks shared on Hate Speech and Offensive Content (HASOC)



CSSE, 2023, vol.47, no.2 1693

detection in Indo-European languages during the year 2019. The author expanded the submissions to
the competition using multitasking techniques. These techniques can be trained with the help of three
techniques: multilingual training, multitask learning with distinct task heads, and the back-translation
method. Khan et al. [12] introduced a hate detection technique for mass media with a multi-label
complexity. For this purpose, the author devised a CNN-related service structure called ‘HateClassify’
to categorize the mass media content as hate speech, non-offensive and offensive.

In literature [13], the author presented a Transfer Learning (TL) method for hate speech
recognition based on an existing pre-trained language method called BERT (Bidirectional Encoder
Representations from Transformers) model. The study evaluated the presented method using two
publicly-available Twitter datasets that had content with hate or offensive content, racism and sexism.
Then, the author presented a bias alleviation system to mitigate the impact of the bias upon the trained
set when fine-tuning the pre-trained BERT-related technique for hate speech identification. In the
study conducted earlier [14], the researchers collected the hate speech content, i.e., English-Odia code-
varied data, from a public page on Facebook. Then, the data were classified into three classes. The hate
speech recognition models use a group of extracted features and Machine Learning (ML) method. A
few approaches, such as Random Forest (RF), Support Vector Machine (SVM) and Naïve Bayes (NB),
were trained well using the complete data with the extracted features relevant to word unigram, Term
Frequency-Inverse Document Frequency (TF-IDF), bigram, combined n-grams, word2vec, combined
n-grams weighted by Term Frequency Inverse Dense Frequency (TF-IDF) and trigram for datasets.
Perifanos et al. [15] presented an innovative method for hate speech recognition by combining Natural
Language Processing (NLP) and Computer Vision (CV) techniques to identify offensive content. This
work focused on racist, hateful and xenophobic Twitter messages about Greek migrants and refugees.
The author compiled the TL method and the finely-tuned Bidirectional Encoder Representations
from Transformers (BERT) and Residual Neural Networks (Resnet) models in this method.

Das et al. [16] projected a common NLP tool, i.e., encoder–decoder-related ML approach, to
classify Bengali users’ comments on Facebook pages. In this study, the one-dimensional convolutional
layer was employed to encode and extract the local features from the comments. At last, the attention
systems such as the GRU-related decoders and the LSTM approach were employed to estimate the
hate speech classes. Al-Makhadmeh et al. [17] presented a technique in which a hybrid of NLP and
ML methods was used to determine the hate speech on mass media sites. In this study, the hate
speech content was accumulated. The data went through different processes such as character removal,
stemming, inflection elimination and token splitting, before executing the hate speech identification
procedure. Then, the gathered data was scrutinized using an ensemble deep learning technique. The
model identified the hate speech on Social Networking Sites (SNS) with the help of a proficient
learning procedure that categorized the messages into hate language, neutral and violent.

Though several models are available in the literature for offensive speech detection, it is still needed
to improve the detection performance. Since the trial-and-error hyperparameter tuning process is
tedious, metaheuristic algorithms can be employed. Therefore, the current research article introduces
a Grasshopper Optimization with an Attentive Recurrent Network for Offensive Speech Detection
(GOARN-OSD) model for social media. The presented GOARN-OSD technique integrates the
concepts of DL and metaheuristic algorithms for hate speech detection. In the proposed GOARN-
OSD technique, data pre-processing and word embedding are carried out in the primary stage.
The ARN model is utilized in this study for hate speech recognition and its classification. At last, the
Grasshopper Optimization Algorithm (GOA) is exploited as a hyperparameter optimizer to boost the
performance of hate speech recognition, showing the novelty of the work. A widespread experimental



1694 CSSE, 2023, vol.47, no.2

analysis was conducted to establish the promising performance of the proposed GOARN-OSD
technique.

2 Proposed Offensive Speech Detection Model

In this article, a new GOARN-OSD method has been developed to detect offensive speeches on
social media. The presented GOARN-OSD technique integrates the concepts of DL and metaheuristic
algorithms for hate speech detection. Fig. 1 illustrates the block diagram of the proposed GOARN-
OSD approach.

Figure 1: Block diagram of the GOARN-OSD approach

2.1 Data Pre-Processing
In the proposed GOARN-OSD technique, the data is pre-processed in the primary stage. The

pre-processing step filters the irrelevant and noisy contents from the data. At first, all the duplicate
tweets are filtered since it does not feed any dataset to the module. During the pre-processing stage,
different Twitter-specific symbols and noises, namely, mention (@), retweets (RT), hashtags (#) and
the URLs, are filtered. Furthermore, the alphanumeric symbols such as dots, ampersands, non-ASCII
characters, stop-words and commas are filtered to prevent noisy content from being used. At last, the
pre-processed tweets are transformed into lower case to avoid ambiguity.

2.2 Word Embeddings
Most DL approaches for text classification exploit the word embedding approach to extract

effective and discriminative characteristics. It is a process of mapping the words into real, fixed and
dimension vectors to capture the syntactic and semantic dataset for the words and initialize the weight
of the first NNS layer. Its superiority considerably impacts the learner’s performance [18]. The author-
trained CNN classifier is used for contextualized word embedding (MBert and AraBert) and non-
contextualized word embedding (FastText-SkipGram) processes.

FastText-SkipGram: It is trained using large Arabic corpora viz., a group of Wikipedia dump
containing three million Arabic sentences, United Nations corpora of 6.5 million Arabic tweets, and
other corpora of 9.9 million Arabic sentences. The embedded words contain word vectors with more
than a million words under 300 dimensions.

Multilingual Bert: It is a contextualized word-embedding process that works on sub-word levels
to generate the feature vectors for the words. Unlike the static non-contextualized word-embedding
process, this Bert process captures both long- and short-span contextual dependencies in the input
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text using a bidirectional self-attention transformer. In this work, the multilingual version of the Bert
(MBert) is employed with a pre-trained monolingual Wikipedia corpus of 104 languages.

AraBert: This process employs a novel Arabic-contextualized word-embedding training process.
AraBert is employed to accomplish a remarkable outcome in three Arabic NLP tasks and eight distinct
data sets.

2.3 Hate Speech Classification Using ARN Model
The ARN model is utilized in this study to recognize and classify hate speech content. The

Recurrent Neural Network (RNN) model efficiently mines datasets containing features. The hidden
layer of the RNN model, with long-term sequence storage, has a loop that integrates the present
moment’s output with the following moment’s input [19]. Consequently, the RNN model is considered
fit to process the log datasets that differ with sedimentary faces in the in-depth direction. But, gradient
explosion and disappearance problems tend to occur in real-time applications due to the fundamental
structure of the RNN model. So, it has a memory function for short-term datasets. Regarding the
issues mentioned earlier, the RNN variants of the Gated Recurrent Unit (GRU) and the LSTM
technique are projected. The LSTM model has three gating units: the output, forget and input gates
to update the input dataset and attain the capability of a long-term memory dataset. But the hidden
unit of the LSTM model not only has various parameters and a complex structure and takes a long
training time. In contrast to the LSTM system, the reset and update gates of the GRU model can
shorten the training time, improve the network’s generalization ability and decrease the number of
network training parameters based on the assumption of guaranteeing the predictive performance.

The architecture of the GRU model integrates the output of the hidden state at −1 (ht−1), the reset
gate, the update gate (zt), the input at t and the output of the hidden state at t as formulated below.

rt = σ (Wr [ht−1, xt] + br) , (1)

zt = σ (Wz [ht−1, xt] + bz) , (2)

h̃t = tanh (Wh̃ [ht−1 ◦ rt, xt] + bh̃, (3)

ht = (1 − zt) ◦ ht−1 + zt ◦ h̃t, (4)

In these expressions, Wr, Wz, Wh̃ and br, bz, bh̃ denote the weights and the biases. Correspondingly,
h̃t indicates the novel hidden state at t, σ shows the logistic function sigmoid, and symbol ◦
characterizes the dot product. The reset gate control shows the amount of data preserved from the
initial state. At the same time, the update gate conflicts with the reset gate function.

Even though the neural network efficiently handles the text classification tasks, a considerable
shortcoming cannot be disregarded in the ‘black box’ methodology. In this study, a Bi-LSTM structure
is described using an attention layer that permits the neork to consider words in a sentence based on
their intrinsic importance. The attention LSTM mechanism can extract a portion of the subset of
the presented input. At the same time, its importae can be understood on the phrase- or word-level
significance of the specified queries. The intermediate outcomes of the NN output are exploited for
an effectual feature selection (viz., attentiveord weight) to help the rule-based methodology construct
an explainable and interpretable text classification solution.

Consider a sentence S is classified into t words, = [I1, . . . , It] in which Ii signifies the i−th.
word. Further, wi ∈ Rd represents the vector depiction of the word Ii. In this study, the Bidirectional
LSTM (Bi-LSTM) model is employed to summarize the annotation of the word embeddings from the
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sentence. The Bi-LSTM model has a backward LSTM that can read from It to I1 and a forward LSTM
that can read from I1 to It.
→
hi = −−−−→

LSTM (wi) ; i ∈ [1, t] ,
←
hi = LSTM (wi) ; i ∈ [t, 1] ,

(5)

Then, a word-level neural depiction is attained for the provided word Ii. by concatenating the

backward hidden stage
←
hi. and the hidden forward state

→
hi as follows.

hi =
[→

hi;
←
hi

]
, (6)

The Bi-LSTM neural unit summarizes the data of the entire sentence, S. In the conventional

LSTM method, the vectors
→
ht and

←
h1 are generally concatenated as a text depiction that barely captures

the data regarding the significance of every word in the entire sentence. Because the word that reflects
the subject is mostly a keyword, while every word’s signifance is distinct. As a result, an attention model
is introduced in this study to tackle the importance of the ‘hot’ word to the meaning of the sentence.
The subsequent formula is employed toerne t attention weight αi between the sentence S and the i−th
word.

ui = tanh (Wwhi + bw) (7)

αi = softmax (ui) = exp (uiuw)∑
i exp (uiuw)

(8)

ha =
∑t

i=1
αihi (9)

Now Ww and uw denote the projection variables, bw indicates the bias variable and ha shows the
resultant weight feature that reviews each word-level data. Next, ha and LSTM forward and backward
outcomes form the vector depiction of the text as given below.

s =
[

ha;
→
ht;

←
h1

]
, (10)

In Eq. (10), s represents a high-level depiction of the sentence that is applied as a concluding
feature for the prediction of a label y to the classification of a sentence using a softmax layer.

y = softmax (Wss + bs) (11)

In Eq. (11), ŷ represents the ground truth of a class label, whereas the training process aims to
mitigate the cross-entropy error between ŷ and the ground truth y for each trained dataset.

loss = −
∑

k

∑
j
yjlogŷj + λ‖θ‖2 (12)

Eq. (12), k denotes the index of the sentence, j shows the index of the class, λ specifies the L2-
regularization term, and θ indicates the variable set.

2.4 Hyperparameter Optimization
At last, the GOA is exploited as a hyperparameter optimizer to boost hate speech recognition

performance. In this work, the GOA method integrates the behaviour of Grasshoppers (GH) [20].
Grasshopper is a parasite that affects farming and agricultural practices. Its lifespan encompasses
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three phases such as adulthood, egg and the nymph. In the first phase, the grasshoppers exhibit running
and hopping behaviours in spinning barrels (at a slow motion with small increments) for ingratiation;
they eat plants originating during their migration. The grasshoppers migrate to a long distance as
colonies in their adult lifespan with long and unexpected movements. This phenomenon is shown in
the following equation.

ak = Pk + Qk + Rk, k = 1, 2, . . . , N (13)

In Eq. (13), Pk represents the k-th GH social interaction.

Pk =
∑N

l=1,i �=j
h (gkl) ĝkl, gkl = |ak − al| (14)

In Eq. (14), gkl represents the distance between kth, and the lth GHs, and h represent the social
forces’ function strength as follows:

h (b) = we
−b
m − e−b (15)

In Eq. (15), w and b show the attractive distance scale and attractiveness threshold. In Eq. (13),
Qk and Rk indicate the gravitational force and the wind direction of the kth GH.

Qk = −qêq, Rk = yês (16)

In Eq. (16), q and y denote the constant gravitation and the drifting constant, while eq and es

symbolize a unit vector towards the earth’s centre and the wind direction. In Eq. (13), the main
optimization problem cannot be directly attributed to the solution; hence, it is rewritten as follows.

ak = z
(∑N

l=1,k �=l
z

ub − lb
2

h (|rl − rk|) rl − rk

gkl

)
+ Ẑg (17)

In Eq. (17), ub and lb indicate the lower and the upper bounds of the search space, and Zg signifies
the optimum solution, h is shown in Eq. (15), and the gravity is considered. In contrast, the wind
direction towards Ẑg is frequently observed. Fig. 2 displays the flowchart of the GOA approach.

Figure 2: Flowchart of the GOA approach

Now, z refers to a critical factor that significantly decreases the zone of attraction, the comfort
zone and the region of repellence, as given below.

z = zmax − p
zmax − zmin

pmax

(18)

In Eq. (18), z max and z min denote the highest value (equivalent to 1) and least value (equivalent to
0.00001) of z correspondingly, p signifies the current iteration, and p max symbolizes the highest number
of iterations.



1698 CSSE, 2023, vol.47, no.2

The pseudocode of the GOA approach involves Algorithm 1, whereas the GH begins with the
implementation of an arbitrary population A-sized N. The subsequent phases characterize the fitness
function calculation for each solution ak, k = 1, . . . , N. Then, the best solution Ẑg is selected based
on the best fitness function. The following two steps are expressed for each ak:

1. Standardization of the distance for solution A within [1,4].
2. Update ak ∈ A using Eq. (17). The next step is to update the original iteration and repeat the

previous steps till the ending condition is met.

Algorithm 1: Pseudocode of the GOA approach
1. Instantiation of the variable value of the size of population (N), z max , z min and cumulative iteration
number (p max )

2. Establish a population (A) randomly
3. Set the existing iteration p = 1
4. While (p < pmax})do
5. Calculation of f fitness function
6. Ẑg was exploited for the choice of the optimum solution
7. Updating of value Z based on Eq. (18)
8. For k = 1 : Ndo
9. Standardizes the distance amongst solutions in A within [1,4]
10. Updating of ak ∈ A based on Eq. (17)
11. End for
12. p = p + 1
13. End while
14. Return Ẑg.

3 Results and Discussion

This section examines the classification performance of the GOARN-OSD model on the Twitter
dataset. The dataset has a total of 2,000 tweets under two class labels and the details about the dataset
are depicted in Table 1.

Table 1: Dataset details

Class No. of tweets

Hate 1000
Normal 1000

Total Number of Tweets 2000

In Fig. 3, the confusion matrices generated by the proposed GOARN-OSD model are depicted
under distinct Training (TR) and Testing (TS) dataset values. On 80% of TR data, the GOARN-OSD
model recognized 738 samples as hate class and 742 samples as normal class. Moreover, on 20% of
TS data, the proposed GOARN-OSD approach categorized 205 samples under the hate class and 174
samples under the normal class. Along with that, on 70% of TR data, the GOARN-OSD approach
classified 697 samples under hate class and 624 samples under normal class. Then, on 30% of TS data,
the GOARN-OSD method recognized 293 samples as hate class and 270 samples as normal class.
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Figure 3: Confusion matrices of the GOARN-OSD approach (a) 80% of TR data, (b) 20% of TS data,
(c) 70% of TR data, and (d) 30% of TS data

Table 2 presents the overall experimental results of the proposed GOARN-OSD method on 80%
of TR data and 20% of TS datasets.

Table 2: Analytical results of the GOARN-OSD approach under 80:20 of TR/TS data

Labels Accuracy Precision Recall F-Score AUC Score MCC

Training Phase (80%)

Hate 92.50 91.11 93.89 92.48 92.52 85.04

(Continued)
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Table 2 (continued)
Labels Accuracy Precision Recall F-Score AUC Score MCC

Normal 92.50 93.92 91.15 92.52 92.52 85.04

Average 92.50 92.52 92.52 92.50 92.52 85.04

Testing Phase (20%)

Hate 94.75 94.47 95.79 95.13 94.67 89.45
Normal 94.75 95.08 93.55 94.31 94.67 89.45

Average 94.75 94.78 94.67 94.72 94.67 89.45

Fig. 4 reveals the overall offensive speech classification performance of the GOARN-OSD model
on 80% of TR data. The GOARN-OSD model recognized the samples into hate class with accuy,
precn, recal, F−score, AUCscore and MCC values such as 92.50%, 91.11%, 93.89%, 92.48%, 92.52% and
85.04% respectively. Further, the proposed GOARN-OSD method categorized the samples as normal
class with uy precn, recal, F−score, AUCscore and MCC values such as 92.50%, 93.92%, 91.15%, 92.52%,
92.52% and 85.04% correspondingly. In addition, the proposed GOARN-OSD technique classified
the samples into average class with us, precn, recal, F−score, AUCscore and MCC values such as 92.50%,
92.52%, 92.52%, 92.50%, 92.52% and 85.04% correspondingly.

Figure 4: Average analysis results of the GOARN-OSD approach under 80% of TR data

Fig. 5 shows the complete offensive speech classification performance achieved by the proposed
GOARN-OSD technique on 20% of TS data. The GOARN-OSD methodology recognized the
samples into hate class with uy precn, recal, F−score, AUCscore and MCC values such as 94.75%, 94.47%,
95.79%, 95.13%, 94.67% and 89.45% respectively. Further, the proposed GOARN-OSD technique
recognized the samples into normal class with accuy, precn, recal, F−score, AUCscore and MCC values such
as 94.75%, 95.08%, 93.55%, 94.31%, 94.67% and 89.45% correspondingly. Likewise, the GOARN-
OSD approach classified the samples as average class with accuy, precn, recal, F−score, AUCscore and MCC
values such as 94.75%, 94.78%, 94.67%, 94.72%, 94.67% and 89.45% correspondingly.
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Figure 5: Average analysis results of the GOARN-OSD approach under 20% of TS data

Table 3 presents the detailed experimental results of the GOARN-OSD method on 80% of TR
data and 20% of TS datasets. Fig. 6 displays the detailed offensive speech classification performance of
the proposed GOARN-OSD technique on 70% of TR data. The GOARN-OSD approach recognized
the samples under hate class with accuy, precn, recal, F−score, AUCscore and MCC values such as 94.36%,
90.76%, 98.87%, 94.64%, 94.32% and 89.07% correspondingly. Additionally, the proposed GOARN-
OSD methodology recognized the samples as normal class with accuy, precn, recal, F−score, AUCscore and
MCC values such as 94.36%, 98.73%, 89.78%, 94.05%, 94.32% and 89.07% correspondingly. Moreover,
the GOARN-OSD algorithm recognized the samples as average class with accuy, precn, recal, F−score,
AUCscore and MCC of 94.36%, 94.74%, 94.32%, 94.34%, 94.32% and 89.07% correspondingly.

Table 3: Analytical results of the GOARN-OSD approach under 70:30 of TR/TS data

Labels Accuracy Precision Recall F-Score AUC Score MCC

Training Phase (70%)

Hate 94.36 90.76 98.87 94.64 94.32 89.07
Normal 94.36 98.73 89.78 94.05 94.32 89.07

Average 94.36 94.74 94.32 94.34 94.32 89.07

Testing Phase (30%)

Hate 93.83 89.33 99.32 94.06 93.92 88.22
Normal 93.83 99.26 88.52 93.59 93.92 88.22

Average 93.83 94.30 93.92 93.82 93.92 88.22

Fig. 7 demonstrates the complete offensive speech classification performance achieved by the
proposed GOARN-OSD approach on 30% of TS data. The GOARN-OSD methodology recognized
the samples as hate class with accuy, precn, recal, F−score, AUCscore and MCC values such as 93.83%,
89.33%, 99.32%, 94.06%, 93.92% and 88.22% correspondingly. Also, the GOARN-OSD technique
classified the samples under normal class with accuy, precn, recal, F−score, AUCscore and MCC values such
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as 93.83%, 99.26%, 88.52%, 93.59%, 93.92% and 88.22% correspondingly. The proposed GOARN-
OSD technique also recognized the samples as average class with accuy, precn, recal, F−score, AUCscore

and MCC values such as 93.83%, 94.30%, 93.92%, 93.82%, 93.92% and 88.22% correspondingly.

Figure 6: Average analysis results of the GOARN-OSD approach under 70% of TR data

Figure 7: Average analysis results of the GOARN-OSD approach under 30% of TS data

Both Training Accuracy (TRA) and Validation Accuracy (VLA) values, gained by the proposed
GOARN-OSD methodology on the test dataset, are shown in Fig. 8. The experimental results denote
that the proposed GOARN-OSD approach attained the maximal TRA and VLA values whereas the
VLA values were superior to TRA values.

Both Training Loss (TRL) and Validation Loss (VLL) values, obtained by the GOARN-OSD
method on the test dataset, are displayed in Fig. 9. The experimental results represent that the
GOARN-OSD technique exhibited the minimal TRL and VLL values while the VLL values were
lesser than the TRL values.
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Figure 8: TRA and VLA analyses results of the GOARN-OSD approach

Figure 9: TRL and VLL analyses results of the GOARN-OSD approach
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A clear precision-recall analysis was conducted upon the GOARN-OSD algorithm using the
test dataset and the results are presented in Fig. 10. The figure denotes that the GOARN-OSD
methodology produced enhanced precision-recall values under all the classes.

Figure 10: Precision-recall analysis results of the GOARN-OSD approach

A brief ROC study was conducted upon the GOARN-OSD technique using the test dataset and
the results are portrayed in Fig. 11. The outcomes denote that the proposed GOARN-OSD method
displayed its ability to categorize the test dataset under distinct classes.

The enhanced hate speech detection outcomes of the proposed GOARN-OSD model along with
the results of other models were compared and the results are given in Table 4 and Fig. 12 [21]. These
table values imply that the proposed GOARN-OSD model achieved a better performance over other
models. For instance, in terms of accuy, the GOARN-OSD model attained an improved accuy of 94.75%
whereas the BiLSTM with deep CNN and hierarchical attention (BiCHAT), HCovBi-Caps, Deep
Neural Network (DNN), BiLSTM and the GRU models produced the accuy values such as 89.77%,
79.97%, 65.24%, 69.36% and 63.46% respectively. In terms of prenc, the proposed GOARN-OSD
approach gained an improved prenc of 94.78% whereas the BiCHAT, HCovBi-Caps, DNN, BiLSTM
and the GRU algorithms produced the prenc values such as 87.98%, 79.50%, 44.77%, 64.47% and
47.82% correspondingly. In terms of recal, the proposed GOARN-OSD approach reached an improved
recal of 94.67% whereas the BiCHAT, HCovBi-Caps, DNN, BiLSTM and the GRU approaches
produced the recal values such as 79.20%, 73.78%, 37.10%, 37.71% and 40.79% correspondingly.
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Figure 11: ROC analysis results of the GOARN-OSD approach

Table 4: Comparative analysis results of the GOARN-OSD approach and other recent algorithms

Methods Accuracy Precision Recall F-Score

GORAN-OSD 94.75 94.78 94.67 94.72
BiCHAT 89.77 87.98 79.20 83.31
HCovBi-Caps 79.97 79.50 73.78 76.17
DNN 65.24 44.77 37.10 39.54
BiLSTM 69.36 64.47 37.71 46.75
GRU 63.46 47.82 40.79 43.88

Finally, in terms of F−score, the GOARN-OSD technique attained an improved Fscore of 94.72%
whereas the BiCHAT, HCovBi-Caps, DNN, BiLSTM and the GRU algorithms achieved the F−score

values such as 83.31%, 76.17%, 39.54%, 46.75%, and 43.88%, respectively.

Therefore, it can be inferred that the proposed GOARN-OSD model produced enhanced offensive
speech detection performance than the existing models.
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Figure 12: Comparative analysis results of the GOARN-OSD approach and other recent algorithms

4 Conclusion

In this article, a new GOARN-OSD technique has been developed for offensive speech detection
on social media. The proposed GOARN-OSD technique integrates the concepts of DL technique
and metaheuristic algorithm for the purpose of hate speech detection. In the proposed GOARN-
OSD technique, the data is pre-processed and word embedding is carried out in the primary stage.
For hate speech recognition and classification, the ARN model is utilized in this study. At last, the
GOA approach is exploited as a hyperparameter optimizer to boost the hate speech recognition
performance. To depict the promising performance of the proposed GOARN-OSD method, a
widespread experimental analysis was executed. The comparative study outcomes established the
superior performance of the proposed GOARN-OSD method compared to the existing approaches.
In the future, the GOARN-OSD technique can be elaborated for sarcasm detection process too.
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