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Abstract: Millions of people are connecting and exchanging information
on social media platforms, where interpersonal interactions are constantly
being shared. However, due to inaccurate or misleading information about
the COVID-19 pandemic, social media platforms became the scene of
tense debates between believers and doubters. Healthcare professionals and
public health agencies also use social media to inform the public about
COVID-19 news and updates. However, they occasionally have trouble
managing massive pandemic-related rumors and frauds. One reason is that
people share and engage, regardless of the information source, by assuming
the content is unquestionably true. On Twitter, users use words and phrases
literally to convey their views or opinion. However, other users choose to
utilize idioms or proverbs that are implicit and indirect to make a stronger
impression on the audience or perhaps to catch their attention. Idioms and
proverbs are figurative expressions with a thematically coherent totality that
cannot understand literally. Despite more than 10% of tweets containing
idioms or slang, most sentiment analysis research focuses on the accuracy
enhancement of various classification algorithms. However, little attention
would decipher the hidden sentiments of the expressed idioms in tweets.
This paper proposes a novel data expansion strategy for categorizing tweets
concerning COVID-19. The following are the benefits of the suggested
method: 1) no transformer fine-tuning is necessary, 2) the technique solves
the fundamental challenge of the manual data labeling process by automating
the construction and annotation of the sentiment lexicon, 3) the method
minimizes the error rate in annotating the lexicon, and drastically improves
the tweet sentiment classification’s accuracy performance.

Keywords: Sentiment analysis; idiomatic lexicon; BERT; COVID-19; deep
learning

1 Introduction

As per Statista, “globally, more than 4.26 billion individuals used social media in 2021, and this
number is expected to rise by approximately six billion by 2027 [1]. The most critical contemporary
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communication tools are social media platforms. They offer interactive two-way communication and
have supplanted traditional publishing platforms for governments, enterprises, and groups. However,
the manual analysis of social media data to unearth concealed emotions takes a lot of time and work.
Therefore, it is vital to develop a system that would enable computers to process, analyze, and grasp
such a large number of data rapidly and effectively.

Several social media platforms have produced a vast amount of information, which has sparked
the establishment of numerous new applications in specialized areas of natural language processing
(NLP), like sentiment analysis. The primary goal of NLP is to accomplish human-like language
processing. Therefore, it enables computers to comprehend and understand the text to extract
meaningful information. NLP is “an area of research and application that explores how computers
can be used to understand and manipulate natural language text or speech to do useful things”
[2]. The NLP research encompasses a wide range of disciplines, “The foundations of NLP lie in
several disciplines such as computer and information sciences, linguistics, mathematics, electrical and
electronic engineering, artificial intelligence and robotics, psychology, etc.” [2]. Several applications
can benefit from this research field, for example, machine translation, text summarization, information
retrieval, question answering, speech recognition, and sentiment analysis. Sentiment analysis uses
machine learning or deep learning methods to mine unstructured data autonomously. It seeks to
analyze individuals’ opinions, attitudes, and feelings through texts created by users, such as those
found on social media platforms. It starts with extracting elements from textual input, representing
them correctly, and then classifying them into distinct polarities or sentiments [3].

Although social media has lessened this barrier and increased our interconnectedness, under-
standing the language that is exclusive to one culture still necessitates understanding that culture.
Social media users typically communicate using everyday language. But it is challenging to take
out and analyze their opinions or feelings from a text. On Twitter, users typically utilize shorthand
and figurative language forms whenever possible to substitute extensive word counts because each
message restricts a particular number of characters. Therefore, it is prevalent to find that users use
a conversational writing style and metaphorical language to express their views or opinions in their
tweets.

The shorthand method reduces the desired message to a few words or symbols that are phoneti-
cally related and takes into account character limits. Idioms, euphemisms, and colloquialisms can add a
dash of courtesy, etiquette, or humor to a divisive topic. Another possible defense would be to avoid
a criminal conviction or legal action if the language used was offensive. In [4], the authors examine
a hypothesis about whether or not idioms are compositional in terms of emotion or semantics. Since
there is no consistent relationship between component-wise sentiment polarities and crowdsourced
phrase-level classifications, the findings of their analysis show that idioms are non-compositional for
both sentiment and meaning. They conclude that idioms are a classic example of a situation in which
the non-compositionality of emotion does not describe or immediately apparent and that the lack
of a relationship between component words and phrase-level sentiment necessitates more research
on handling idioms in context. Researchers attempt to demonstrate how essential idioms are to the
Twitter platform [5]. The fact that idioms are discussed by millions of people on social media sites like
Twitter is astonishing [5]. The authors find that idioms made for roughly 10% of Twitter trends over
ten months in 2014.

One way to deal with complex data for analysis is to employ sophisticated lexicons that account for
the subjectivity or objectivity of the words, context, and intensity. The lexicon or rule-based sentiment
analysis alludes to a study by linguists. As a result, a set of rules—also referred to as a sentiment
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lexicon—that categorize words as either positive, negative, or neutral, together with the matching
intensity measure, have been developed [6—13]. For example, if a word indicates a positive sentiment,
we should consider how positive it is; there is essentially a distinction between “excellent, wonderful,
and extraordinary.”

This study [14] created a VADER lexicon (Valence Aware Dictionary and Sentiment Reasoner)
to assess the sentiments. It is frequently employed to evaluate social media posts’ tone (sentiment).
WordNet is also a lexical database of words identified in the Natural Language Toolkit (NLTK) corpus.
WordNet is based on the relationships between words. Another well-known lexicon is SentiWordNet
[15,16]. SentiWordNet is an improved version of WordNet [17]; the synsets, which are logical collec-
tions of cognate synonyms made up of nouns, verbs, adjectives, and adverbs, are the subject of this
lexicon. This aids in determining the sentiment polarity relevant to the specific problem occurrence.

The benefits of lexicon-based approaches are that they are primarily utilized as a tool for
the unsupervised approach, which eliminates the requirement for prior training. Additionally, they
generally demonstrate speedier execution. The rule-based technique may successfully handle fewer
issue cases, unlike the Machine Learning-based approach, which needs an extensive dataset to train.
Additionally, if the correct vocabulary is used on the right issue instance, the accuracy of the rule-
based technique is typically quite excellent with consistent results. Finally, rule-based approaches
exhibit lower risk, have undergone testing, and are widely used. The primary drawback of rule-based
approaches is that they are situation-specific; for example, VADER performs better in cases of social
media issues. Additionally, various lexicons must be tested, and customization is typically not possible.
Because the rules are established in stone by the experts and independent of the provided text, they are
applied to the given dataset without considering the dataset itself. The rule-based approaches have
the additional drawback that they must initially create the rules with the assistance of an expert.
Additionally, adding or amending the rules necessitates subject-matter specialists and requires arduous
human labor before being included in the completed product. Rule-based approaches cannot also
learn.

Despite the popularity of lexicon-based sentiment analysis, machine learning algorithms are
the mainstay of most sentiment analysis and classification research [18]. The traditional supervised
sentiment classification methods have gained popularity due to their impressive results; nevertheless,
the major drawback is that they are domain dependent and require human feature engineering before
we can use text datasets. While requiring fewer annotated training datasets, unsupervised sentiment
classification methods can overcome the issue of domain dependence. Most unsupervised sentiment
classification involves generative models [19-22] and lexicon-based algorithms [23-26]. On the other
hand, deep learning has become dominant and surpasses conventional machine learning because it
can learn from text without needing the manual feature engineering process [27].

2 Related Work

In this section, we discuss the related work of the body of knowledge about sentiment classifi-
cation. In general, there are three principal methodologies for sentiment analysis: machine learning-
based approaches, lexicon-based methods, and a hybrid methodology, where a linguistic and a machine
learning method combined to perform a seamless two-phased sentiment classification model [28-30].
Indeed, researchers define two subcategories of the lexicon-based approaches: The dictionary and the
corpus-based approaches. The lexicon-based approach has the benefit of being simple in structure
(Corpus or dictionaries). Even building an accurate sentiment lexicon necessitates feature selection
from a vast and high-quality amount of labeled data, which might need to be more available and take
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time and resources. The dictionary-based method classifies sentiments using a predefined lexicon of
terms; lexicons are compiled from the document and utilize any online thesaurus to find synonyms and
antonyms to extend that lexicon further [28]. In contrast, the corpus-based analysis approach analysis
a statistical study of the data, such as the k-nearest neighbors clustering algorithm. Therefore, unlike
the dictionary-based method, the corpus-based analysis does not need a preset lexicon.

Deep Learning methods outperform conventional machine learning approaches in terms of
accuracy for most NLP tasks [31-34]. However, in the early days, the usage of deep learning in NLP ran
into different problems [35]: In the first place, deep learning models needed to be more sophisticated
to intricate power models. In the second place, data-driven deep learning models lacked a sizable
amount of annotated data, and manual annotation is undisputedly tedious and expensive. Researchers
have started steadily paying more attention to pre-training strategies to overcome these problems. The
current undeniable overlords of NLP are the enormous pre-trained models known as Transformers.
Their design aims to handle long-range input and output dependencies with attention and repetition
while resolving sequence-to-sequence tasks. Pre-training and self-attention are the two cornerstones of
a successful deep learning-based modern NLP system. When self-attention techniques combine with a
lot of unsupervised pre-training, the network can make accurate summarised word and phrase vectors
while still keeping track of the entire input sequence. In addition to performing better on empirical
testing, pre-trained transformer models may be taught much more quickly than architectures built
using recurrent or convolutional layers. The core of this research is the employment of a sentiment
lexicon in combination with deep learning as a hybrid model. We address the unmet requirement in
Twitter sentiment classification using a language of daily sentiments.

2.1 Idiomatic Lexicon for Sentiment Classification

This study [30] classifies “product reviews” using the lexicon-based method. The lexicon consists
of annotated sentiments for idioms and other keywords. They apply a pattern matching on their
accumulated 1000 English idioms. They emphasized that expressions convey strong sentiments, even
though gathering and annotating them takes time. This study [30] presents a glossary of Japanese
vocabulary used in idiomatic expressions. It comprises quasi-idioms as well as well-known Japanese
idioms and clichés. As a result of addressing alternate notations and derived forms, the authors
illustrate their applicability in various contexts. However, this study cannot directly apply sentiment
analysis, as it defines only the semantic conceptual framework. Another hybrid model of machine
learning and lexicon-based approaches is proposed by [37]. This study experiments on a collection
of 40 English idioms, 116 emoticons, and a vocabulary of feeling words. Each emotion pattern was
measured using the text’s polarity strength: [—1, +1] for sentiment words, [—2, +2] for emojis, and
[—3, +3] for idioms. Idioms express the strongest emotions and prove they enhance the sentiment
classification task.

This study [38] uses a Chinese idiomatic lexicon to train an unsupervised sentiment classifier. The
lexicon consists of 8,000 labeled idioms to reflect the sentiments as binary positive-negative values.
The authors evaluate their classifier’s effectiveness and vocabulary size using three publically available
Chinese product reviews and show that utilizing idioms enhances classification accuracy. This study
[39] uses an Arabic idiomatic-based sentiment lexicon, the AIPSeLEX lexicon, which contains more
than 3,000 idioms and proverbs. The authors demonstrate that adding idioms as a feature significantly
improves the sentiment classification task.

According to [40], idioms may be utilized as features in the sentiment classification task. They
demonstrate how this may greatly enhance the performance of sentiment analysis as a whole. They
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construct and annotate 580 idioms in their lexicon. They also recognize these idioms when they appear
in the written text using a set of regional grammar. The paper demonstrates how it might be difficult
to adequately examine idioms’ functions in sentiment analysis due to their relative scarcity. However,
this outcome cannot be generalized since their extensively used corpora have unbalanced usage of
idioms. The manual annotation strategy’s main flaw is the significant work it demands. Although idiom
polarity acquisition is not automated, this approach has worked well for sentiment categorization.

The authors [41] performed a highly intriguing study. In addition to describing a method for
automatically producing an idiomatic lexicon, the authors added criteria for idiom recognition in the
text. Initial studies suggested that even this modest strategy—combining idiom and sentence polarity—
significantly improved sentiment analysis results. However, it is essential to note that this approach
prefers the idiom’s polarity over the sentence’s, which could result in suboptimal outcomes [41,42].
Our proposed method solves this issue by injecting the expanded form of an idiom back into its tweet
while the original “positional context” is maintained.

This study [43] uses Chinese idioms and other metaphorical expressions for the word disam-
biguation problem. They deduce that figurative expressions frequently elicit higher sentimental and
emotional responses than literal ones. It may create emotional content in metaphors by combining and
interacting with the source and destination semantics meanings. Though the study doesn’t specifically
address the classification problem, this approach may be helpful for sentiment classification tasks. The
authors [44] present a way for creating a sentiment corpus and show how to utilize it to develop an
idiomatic sentiment lexicon. To provide the idiom with the appropriate sentiment polarity, they set an
acceptance level by estimating the sentiment of an idiomatic expression that consistently appears in
more than one hundred example sentences. According to their estimates, around 50% of the idioms
offered precise sentiment estimates. The primary problem with this study is that the “new idioms”
emotion is solely inferred from the language around them, neglecting the polarity strength that the
idioms themselves might express. They even conclude that it could be challenging to determine an
idiom’s emotion on its own, and they advise that creating a dictionary that includes the idiom’s context
is essential. Our proposed method aligns with this recommendation.

According to [45], BERT (Bidirectional Encoder Representations from Transformers) and
roBERTa (Robustly Optimized BERT Pre-training Approach) have been fine-tuned and used to build
an orchestrated model to recognize idioms and their literal meaning. They show that, even though
their primary goal was to recognize idioms, language models like BERT and roBERTa may help
acquire idiom semantic properties through fine-tuning.

2.2 Transformer-Based Sentiment Classification

Transformers have recently excelled in sentiment analysis tasks due to their complex structure and
powerful functions [46]. In Transfer learning, a procedure is followed to allow knowledge transfer. We
create and train a neural network language model for a particular task in transfer learning. Then,
with little effort, we can optimize the model with fresh data using a fine-tuning approach, enabling
us to utilize the same model for the new downstream task. The benefit of transfer learning is that the
training takes far less time than starting training a new model from scratch.

Neural networks start their model parameters randomly before training them with optimization
algorithms to reduce losses and provide the most accurate possible results. The main idea behind
the optimization is to alter weights and rectify the vanishing learning rate. The general agreement
nowadays is that Deep Learning methods outperform other machine learning approaches in terms of
accuracy for most NLP tasks [32-34].
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The current undeniable overlords of the NLP are the enormous pre-trained models known as
Transformers. Their design aims to handle long-range input and output dependencies with attention
and repetition while resolving sequence-to-sequence tasks. Pre-training and self-attention are the two
cornerstones of a successful deep learning-based modern NLP system. The network can generate
reliable contextualized word and phrase vectors while keeping track of the whole input sequence thanks
to a mix of self-attention methods and thorough unsupervised pre-training. In addition to performing
better on empirical testing, pre-trained transformer models may be taught much more quickly than
architectures built using recurrent or convolutional layers. Google first introduced Transformers in
2017. Language models such as recurrent neural networks (RNN) and convolutional neural networks
(CNN) were primarily used to do NLP tasks. Even though both RNNs and CNNs are capable models,
The Transformer is preferred since it does not demand that data sequences be processed in a specific
order. Transformers make it possible to train on larger data sets than were previously possible since
they can accommodate any order of data. As a result, it became simpler to construct pre-trained models
like BERT, which was trained on massive amounts of linguistic data before its release.

For classification, the model is trained in an environment where annotated data is readily available
or straightforward to collect. After then, it is fine-tuned and tested in a field where obtaining training
data is challenging. Transformers stand out from other Al systems because they can easily be modified
(fine-tuned) to operate admirably, even when learning with little or no data. The bulk of transformers
is still functional when used off-the-shelf since they have been well-optimized and trained on a lot of
data. Deep learning fine-tuning involves using weights from an older model to train a more similar
deep learning process to achieve the desired output or increase performance on the downstream task.

Although there is no question about the efficiency of transformers’ strategies, there are very few
formal comparisons and controlled sandbox studies because of various factors [45]. For example,
knowledge bases, ontologies, grammatical characteristics, reasoning, and databases are just a few of
the technologies frequently used when employing transformer models. The history of NLP has seen
significant investment in developing competitions and cooperative projects to use unlabeled datasets to
find answers to particular challenges. Even though this has been crucial for developing NLP research,
the experiments prove that even minor changes to the initial random seed can significantly affect
model comparison [47]. Therefore, comparing and contrasting a single pre-trained transformer with
alternative approaches is challenging.

2.3 BERT Transformer

BERT is a “bidirectional” semi-supervised model that was pre-trained with unlabeled informa-
tion gathered from the Books Corpus and the English Wikipedia (2,500 M words) (800 M words).
BERT produced ground-breaking results throughout its development phases in 11 natural language
comprehension tasks, including sentiment analysis. Prior language models like word2vec had trouble
and constraints in reading context and polysemous words. However, BERT was able to overcome such
limitations. According to research experts in the field, the most significant challenge to understanding
natural language is ambiguity, which BERT effectively solves. It can parse words using common sense,
essentially human-like.

Google declared in 2019 that they would start using BERT in their American-based production
search algorithms. BERT impacts Google search searches by 10%. Users should not optimize search
content for BERT, as this search engine strives to provide a superior search experience. Users should
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make their material and inquiries relevant to the natural user experience and topic. As of 2019, more
than 70 distinct languages utilized BERT. However, researchers can use their data to optimize (i.e.,
fine-tune) these models for downstream tasks (such as classification, entity identification, question
answering, etc.) to provide cutting-edge predictions. It can extract excellent linguistic features from
text data [48—50]. Various downstream tasks, including named entity recognition, categorization, and
question-answering, can be carried out using BERT architecture. The phrase “black box” is often used
to describe pre-trained BERTs since they produce H = 768 shaped vectors for each input token (word)
in a sequence. Depending on the situation, the arrangement may consist of one or two phrases divided
by the separator [SEP] and start with a token [CLS]. As a result, throughout the training phase, BERT
learns about both the left and right sides of a token’s context (small units of the surrounding text).
BERT can forecast concealed words by analyzing the words that come before and after a particular
phrase.

3 Method

In Fig. 1, we show the suggested framework composed of modules. The illustration displays
the Idiomatic Lexicon module done in our earlier work [51]. The Twitter API modifies the query
(idiom: theme) and posts the results to the raw tweet collection. On the other hand, idioms expand by
consulting external information sources (the urban thesaurus). Expanded idioms are employed in an
experiment to categorize idioms based on their emotional connotations (as shown in Experiment I).
The tweet enrichment model adds the expanded idiom to the original tweet, which the classifier uses
as test data. As mentioned in Section 3.3, the pre-processing model employs some data cleaning and
normalization. The following subsections will explain each module’s actions and experiments in more
depth.

3.1 Idiomatic Sentiment Lexicon

In our earlier research [51], we added 3,930 different idioms to the 5,000 idioms in the Sentiment
Lexicon of IDiomatic Expressions (SIIDE). We manually annotated the idioms by a sentiment value
based on a majority vote of at least ten crowdsourced annotations for each idiom. Table | shows the
distribution of the idioms in the extended lexicon (eSIiDE). The inter-annotator agreement is measured
using Krippendorft’s alpha coefficient to assess the dependability of the annotated tweet datasets, as
in(1).

-3

D, stands for the percentage of things on which both annotators disagree, which represents the actual
dispute. D, stands for the anticipated discrepancy when annotations are distributed randomly. The
calculated inter-annotator agreement o = 0.696%, whereas D, =0.701, and D,=0.213.
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Figure 1: The proposed framework architecture

Table 1: eSIiDE idioms’ polarity distribution

Idiom polarity # of idioms
Positive idioms 2612
Negative idioms 2892
Neutral idioms 3426

3.2 Data Collection

On various platforms like Kaggle and GitHub, there are now a few benchmark COVID-19 Tweets
datasets that are freely accessible. These datasets do not, however, contain idioms for this study.
As a result, we leverage the Twitter API, as shown in Fig. 2, to find tweets that include idioms by
running searches that are connected to all of the idioms in the eSIiDE idiomatic lexicon and include
COVID-19-related phrases. For experimental purposes, we set COVID-19-related terms are
COVID-19, COVID-19 virus, COVID-19 vaccine, Movement Control Order, COVID-19 MOC,
Corona Virus, etc. The WebMD website shows the full glossary of terms.



CSSE, 2023, vol.47, no.1 45

Algorithm 1 Tweet DB Creation
Output€< D: Final Tweets Dataset
Input& F : Lexicon of Idiomatic Lexicon; o :max # tweets per idiom

Step 1: Initialization
Ttempé ¢: D é ¢':
Step 2: Iterate over the idioms & retrieve relevant tweets
Foralli € F do
count € 0;
‘While count < o
Ttempe Ttemp U APL QuerY(i)fuLl[ext
count + +;
End while
D € DU Fremps
End for
Output := D€ Tweet collection containing idiomatic expressions
End procedure

Figure 2: Pseudo code of tweet collection algorithm

We created the code to extract precisely five tweets without duplication. We employ 1000 idioms
from each polarity class to maintain the emotion distribution as evenly distributed as feasible. We
retrieved around 15,000 tweets for our experiment.

3.3 Idiom Expansion

We devised a straightforward plan to include the idiom’s enlarged version to implement tweet
augmentation. In this method, as seen in Fig. 3, we substitute an idiom with a similar meaning or
definition discovered in the urban dictionary function (or any other resources when we did not find
the idiom definition). For example, the “kick the bucket” idiom in this tweet “I think you are going to
kick the bucket after the booster shot” is replaced by “I think you are going to die after the booster shot”.

Algorithm 2 Idiom Expansion

Output€& Fiemy: Expanded Idioms

Input& F : Lexicon of Idiomatic Lexicon ; a: External KB;
D: tweets dataset

Step 1: Initialization

:Ftempé b; Ztemp < ¢;
Step 2: Connect to the external knowledge base to retrieve the proper
definition of idioms

Foralli € Ddo
Forallj € F do
@ € Mixup(EMBED[j, i]);

Ztemp € Xeemp U WEB. CRAWLER(a, ¢);
DOM (% emp):= {1 €D | X tomp # Xromp}
Fremp€ Fremp U DOM (2 emnyp)

End for
End for
Output:=F,yp,

End procedure

Figure 3: Pseudo code of idiom expansion algorithm
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3.4 Tweet Data Pre-Processing

Pre-processing is where most sentiment analysis solutions begin. Social media data typically blend
with emoticons, URLSs, hashtags, stop words, numbers, dates, and other elements. It is usual for
researchers to begin cleaning the dataset to speed up processing. They contend that such noisy data
is meaningless and does not affect the system’s accuracy. We perform this step immediately after the
idiom expansion step.

We cleaned up tweets by eliminating distracting URLs and using some standard text pre-
processing techniques, such as:

B Stop word removal: Eliminating the needless encoding of words that are absent from any word
embedding that has been learned beforehand.

B Case folding is the process of lowering the case of words or sentences.

B Mapping unique values specific to their category (for instance, “09-2022” against “DATE”).

B Special character removal: Remove hashtags, numerals, punctuation, and other characters
outside alphabetic ones.

B Normalization of acronyms (such as “MYR” for “Malaysian Ringgit”) and abbreviations
(such as “VAX” for “vaccine”).

B Correction of the spelling.

3.5 Fine-Tuning Classifiers for Downstream Task

As mentioned before, BERT uses a fine-tuning strategy to learn the language representations and
then applies them to downstream tasks. Throughout the fine-tuning phase, BERT performs better
in the bidirectional language model. There are several versions of BERT, and each version train
differently. Twitter-roBERTa-base-sentiment trained on 58 M tweets, while Twitter-roBERTa-base-
sentiment-latest trained on 124 M tweets [52].

Fine-tuning BERT and any of its variants is a customization procedure of retraining the model
using your custom data to solve other specific tasks. For example, to solve downstream tasks like
sentiment analysis. The method is to freeze the early layers of the model and modify its architecture
by adding some new layers at the end. Thus, in this method, the model can be retrained on a relatively
small dataset and then applied to solve the new downstream task.

However, fine-tuning stability still needs to be determined by critics. Some researchers argue that
the reasons behind the instability of the fine-tuning process are the gradient vanishing problem and
the lack of generalization [53]. To resolve this problem, they propose a set of training hyperparameters.
Other scholars have questioned whether these characteristics are the true causes of the instability and
have asserted that catastrophic forgetting and the limited size of the datasets are to blame [54-56].

Regardless of the actual reasons, our expansion method avoids the need for the fine-tuning process
at folds. First, the BERT (or other versions) does not require a retaining to teach the model because
of the “implicit” idioms in the tweet. Second, while the classification performance is degraded to
not understanding the context of the idioms, our expansion method provides the model with a self-
explained English definition/meaning of the idiom.
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As shown in Fig. 4, the BERT model uses n =12 layers (other variants have different layers) of
transformers block (aka encoders) with a hidden size of 768 and several self-attention headers, and
more than a hundred million trainable parameters [54].

| encoder-n

Add & Norm

Feed Forward

Encoder

Add & Norm | encoder-3

Multi-head i

Attention encoder-2

encoder-1

Figure 4: Generic BERT-variant structure

4 Results

In this study, three different tests are carried out to demonstrate the advantages of using idiomatic
idioms to assess the sentiment of a tweet. Thanks to the expansion approach, the overhead required
for fine-tuning the transformer is no longer necessary. To build ground truth data from the tweets’
dataset, we use a tweets dataset that we manually labeled by a group of annotators. We accept only
the labels with “all-agree” status. We were able to successfully collect 3000 tweets. The goal of the first
experiment is to compare the “idiom only” sentiment classification by using roBERTa with the ground
truth data given in the manually annotated lexicon (eSliDE lexicon). The second experiment is similar
to the first one except that idioms are augmented and replaced by their definition/meaning phrase
retrieved from the external Thesaurus/Dictionary. For tweet sentiment classification, we conduct the
last experiment in three parts. The first is by directly assigning the label of the idiom of the tweet to
the tweet itself. There is no learning used in this part but rather a simple assignment.

In Fig. 5, different examples were retrieved on different aspects related to COVID-19 tweets and
the idiom “kick the bucket”. This idiom is negative as it refers to “death”. By looking at some sample
tweets, the tweet might look neutral or positive as the context has some humor or positive keywords.
For example, the tweet “ You catch the covid-19 and you then kick the bucket” was classified as neutral
without idiom enrichment. However, after enrichment, it was classified as negative, which matches
with annotators voting.
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Figure 5: Sample of retrieved tweets (idiom: kick the bucket, theme: COVID, booster, vaccine)

Experiment I:

compares the idiom annotation results of the raw idiomatic expressions and compares
them with the ground truth data in the eSIliDE lexicon. The roBERTa classifier achieves a horrible
result with a high error ratio. The classifier fails with a 78% error ratio in detecting the positive labels.
We have computed the error rate as in (2). The § represents the percent error, and the v, and v, are
the actual observed and the expected values, respectively. The best error rate is 0, whereas the worst is
1. Accuracy is calculated as the number of all correct predictions divided by the total number of the
dataset. The best accuracy is 1, whereas the worst is 0. The accuracy percentage is computed as [1-
error rate]. The error rate and the accuracy for each sentiment class are shown in

Vy— Vg

§ = - 100% ©)

Vg

Experiment 11

This experiment aims to put the idiom extension approach to the test for idioms in the eSIiDE
lexicon. When we compare the annotation result to the manually annotated idioms, we see that the
classifier obtains an intriguing result for the positive sentiment, with a significant decrease in the error
ratio. shows a sample of the obtained results after using the expanded form of the idioms.

displays the error ratio and the accuracy for each annotation class.
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Table 2: Idioms sentiment classification comparison (manual vs. roBERTa classifier)

Idioms sentiment classification comparison (Manual vs. roBERTa classifier)

Manual sentiment classification roBERTA sentiment classification for ~ Label
(eSIiDE) isolated idioms Matching

Idiom Pos Neg Neu Maj.Label Pos Neg Neu Label

Kindred spirit 0.5 0 0.5  positive 0.163  0.081 0.754  Neu False
Killer instinct 0.3 0.2 0.5 neutral 0.104  0.209 0.686  Neu True
Kettle of fish 0 0.5 0.5 negative 0.095  0.226 0.678  Neu False
Jump through 0.3 0.2 0.5 neutral 0.073  0.184 0.743  Neu True
hoops

Jump on the 05 0 0.5  positive 0.207  0.135 0.659  Neg False
bandwagon

Jack of all 0.4 0.1 0.5 neutral 0.077 0.247 0.676 Neu True
trades

Inside track 05 0 0.5  positive 0.129  0.131 0.740  Neu False
In the dark 0 0.5 0.5 negative 0.107  0.172 0.721 Neu False
In the bag 05 0 0.5  positive 0.228  0.111 0.661 Neu False

Table 3: Error ratio and accuracy of idiom annotation without expansion method

Annotation class Error rate § Accuracy
Positive label 78% 22%
Negative label 64% 36%
Neutral label 51% 49%

Table 4: Idioms sentiment annotation comparison (manual vs. idiomexpansion using roBERTa
classifier)

Idioms sentiment classification comparison (Manual vs. idiom expansion using roBERTa classifier)

Manual sentiment annotation roBERTA sentiment classification Label
(eSliDE) using idioms expansion matching
Idiom Pos Neg Neu Maj.Label Pos Neg Neu Label

Kindred spirit 0.5 0 0.5  positive 0.083  0.040 0.878  Neu False
Killer instinct 0.3 0.2 0.5 neutral 0.453  0.028 0.519  Neu True
Kettle of fish 0 0.5 0.5 negative 0.016  0.690 0.294  Neg True
Jump through 0.3 0.2 0.5 neutral 0.035  0.125 0.841 Neu True
hoops

(Continued)
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Table 4: Continued
Idioms sentiment classification comparison (Manual vs. idiom expansion using roBERTa classifier)

Manual sentiment annotation roBERTA sentiment classification Label
(eSliDE) using idioms expansion matching
Idiom Pos Neg Neu Maj. Label Pos Neg Neu Label
Jump on the 05 0 0.5  positive 0.712  0.004 0.284  Pos True
bandwagon
Jack of all 04 0.1 0.5 neutral 0.573  0.009 0.418  Pos False
trades

Inside track 05 0 0.5  positive 0.510  0.017 0.473  Pos True
In the dark 0 0.5 0.5 negative 0.015  0.796 0.189  Neg True
In the bag 05 0 0.5  positive 0.634  0.044 0.323  Pos True

Table 5: Error ratio and accuracy of idiom annotation after expansion

Annotation class Error Rated  Accuracy
Positive label 13% 87%
Negative label 18% 82%
Neutral label 22% 78%

Experiment 111

In this experiment, we used the 3000 tweets to check the accuracy and F1-score the classifier
might achieve. Table 6 illustrates the sentiment classification results for tweets without idioms (idioms
are intentionally removed from the tweet). The other two parts show the roBERTa classifier accuracy
as shown in formula (3). The harmonic mean of precision and recall (F1-score) is computed according
to (4).

correct predictions

(€)

Accuracy = —
Y total predictions

2Precision * Recall

Fl = 4)

*
Precision + Recall

Table 6: Tweet sentiment classification results

Tweet sentiment classification accuracy and Fl-score

Test benchmark roBERTa accuracy roBERTau classifier accuracy
dataset 3000 tweets using raw tweets

without idioms  No expansion With idiom expansion
1470 Neg 69% 1% 90%
860 Pos 72% 70% 89%

(Continued)
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Table 6: Continued
Tweet sentiment classification accuracy and Fl-score

Test benchmark roBERTua accuracy roBERTa classifier accuracy
dataset 3000 tweets using raw tweets

without idioms  No expansion With idiom expansion
670 Neu 47% 67% 85%
Average F1-score 70% 1% 93%

5 Conclusion

This paper proposed an idiom expansion method to enrich tweets’ context to improve sentiment
classification accuracy. The expansion method utilizes an external knowledge base to extract the
non-literal meaning of idioms. The technique avoids the instability caused by the conventional
transformers’ fine-tuning to solve a downstream task.

The expansion strategy has lowered the overall error rate associated with the annotation of
idiomatic expressions. The error rate decreased by 65 percentage points for positive labels and 46
percentage points for negative labels. However, the approach was less effective at annotating the neutral
labels. For the sentiment classification task, the tweet enrichment technique increases the classification
accuracy by an average of 18 points across sentiment classes.

It’s worth studying the suggested expansion for autonomous production of an idiomatic sentiment
lexicon rather than crowdsourcing services. The framework only handles three sentiment classes
(positive, negative, and neutral). We plan to enhance this framework to support multi-label classes
like “Optimistic, Thankful, Empathetic, Pessimistic, Anxious, Sad, Annoyed, Denial, Surprise, and
Joking,” which are presented in a Kaggle dataset [57].
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