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Abstract: After the outbreak of COVID-19, the global economy entered a
deep freeze. This observation is supported by the Volatility Index (VIX),
which reflects the market risk expected by investors. In the current study, we
predicted the VIX using variables obtained from the sentiment analysis of data
on Twitter posts related to the keyword “COVID-19,” using a model inte-
grating the bidirectional long-term memory (BiLSTM), autoregressive inte-
grated moving average (ARIMA) algorithm, and generalized autoregressive
conditional heteroskedasticity (GARCH) model. The Linguistic Inquiry and
Word Count (LIWC) program and Valence Aware Dictionary for Sentiment
Reasoning (VADER) model were utilized as sentiment analysis methods. The
results revealed that during COVID-19, the proposed integrated model, which
trained both the Twitter sentiment values and historical VIX values, presented
better results in forecasting the VIX in time-series regression and direction
prediction than those of the other existing models.

Keywords: Forecasting VIX; sentiment analysis; COVID-19; ARIMA;
GARCH; bidirectional LSTM

1 Introduction

To meet the increased necessity for measuring market fluctuations, the Chicago Board Options
Exchange (CBOE) developed the Volatility Index (VIX) in 1993 [1]. Using the real-time prices of S&P
500 index options, the VIX represents the expected volatility of the financial market for the following
30 days [2]. Known as the “fear gauge of investors,” the VIX reflects the level of perceived risk by
investors [3]. It also has an inverse relationship with stock prices [4]. Therefore, it is often highlighted
whenever there is a strong geopolitical influence on the global economy. The outbreak of COVID-19
is of interest here as it brought about a severe recession in the global economy [5].

Trends in the VIX have been forecasted in previous research; there have been suggestions for
exploiting the arbitrage opportunities in VIX options trading and providing useful references for risk
management in volatility derivative markets [1,6,7]. For forecasting, several VIX index values with
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fixed timesteps and S&P 500 (SPX) option prices are used as explanatory variables for multivariate
analyses and multiple regressions. These analyses are commonly used as tools for prediction in the
general financial market [1,6,7].

In the finance sector, sentiment analysis on social media text has been used in some studies
to predict stock prices [8,9]. Given that the VIX and stock prices have a statistically significant
relationship [4], sentiment analysis can be employed for VIX forecasting. Accordingly, this study used
sentiment features as variables for VIX prediction.

Moreover, the outbreak of the COVID-19 pandemic has left an unprecedented impact on people
globally, leading to a high frequency of social media posts with keywords related to COVID-19, clearly
describing the general sentiments of people. These posts have been used in multiple studies to examine
the correlation between public sentiment and financial market prices, such as stock or bitcoin prices
[10-13].

According to this change in the financial market, sentiment features were extracted from Twitter
posts related to COVID-19 and were utilized for VIX forecasting. Between December 1, 2019, and
August 5, 2020, 1,000 daily Twitter posts were collected; these data were collected from December
2019, when the first case of COVID-19 was reported. After preprocessing, Linguistic Inquiry and Word
Count (LIWC) and Valence Aware Dictionary and Sentiment Reasoner (VADER) were employed for
sentiment analysis. LIWC has been used in existing research for the sentiment analysis of Twitter data
[14-16] and for predicting stock prices [9,17]. Similarly, VADER has been used in previous research
for forecasting cryptocurrency prices and stock prices using social data [17-19].

In the current study, two different analysis methods were implemented: time-series regression pre-
diction and direction prediction. For the time-series prediction, several time-series neural networks—
such as the bidirectional long short-term memory (BiLSTM), bidirectional gated recurrent unit
(BiGRU), long short-term memory (LSTM), gated recurrent unit (GRU), and attention-BiLSTM—
were used as the base model in the experiments. These models were utilized to forecast time-series
data in finance areas [20-24]. Furthermore, the time-series forecasting model, the BiLSTM, was
combined with multivariate time-series forecasting models such as autoregressive integrated moving
average (ARIMA) and generalized autoregressive conditional heteroskedasticity (GARCH). ARIMA
has been applied to the prediction of financial time-series data [25-27] and GARCH can be combined
with ARIMA to improve forecasting performance [27]. Inspired by the studies that unified linear and
non-linear models for forecasting financial data [25,26], we considered integrating BILSTM, ARIMA,
and GARCH. The integrated BILSTM-ARIMA-GARCH model outperformed the single BILSTM
model trained with sentiment features, a single statistical model, and a model that combined only
statistical models. The integrated BILSTM-ARIMA-GARCH model was also modified to implement
binary classification to predict the direction of VIX movement.

The contributions of the current study are as follows:

First, this study shows sentiment reflected in social media texts to be an effective feature to predict
the financial volatility index in the early stage of a pandemic.

Second, our suggested model is considered to be efficient enough to implement daily prediction.
Though it consists of multiple models including neural networks, it requires low computations for
both training and inference and takes less than an hour without a GPU.

Third, it is challenging to accurately forecast the steep rise and fall periods resulting from the
outbreak of the pandemic. We present a way to improve the prediction of unexpected patterns,
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including the steep rise and fall, resulting from the outbreak of the pandemic: adding statistical models
to neural networks that capture features of direction and volatility from recent trends.

The rest of the paper is organized as follows. This section is followed by the Method section,
which elaborates on the data collection, preprocessing, models, and analytical details in the study.
Then, the Results section reports the outcomes of the predictive and comparative analyses. Finally,
the Conclusion section summarizes the study and provides suggestions for future research.

2 Method

2.1 Data Collection and Preprocessing

We collected data on Twitter posts and CBOE VIX data. These Twitter posts were English posts
hashtagged with keywords that are related to COVID-19, such as “COVID,” “COVIDI19,” “COVID-
19,” “pandemic,” “corona,” “corona-virus,” and “covid-death.” The VIX data were collected from
Google Finance during the same period the Twitter data were collected. The collected data included

171 days of VIX data, based on the business days when the financial market was open.

Regarding the preprocessing of Twitter posts, the posts with websites were removed from the
data as those were considered advertisements. For accurately calculating sentiment scores with LIWC
and VADER, which are lexicon-based sentiment analysis methods, additional preprocessing was
performed on the word level. The words in each post that were not pronouns, nouns, verbs, adjectives,
and adverbs were removed. Then, the remaining words were lemmatized before analysis. Repetitive

characters such as “o0” in “Things will get better sooooon” were included in some of the posts, which
were replaced with the corresponding single character.

VIX time series data, which are the training data of the BILSTM, were normalized. The sentiment
features of the previous four days were used to predict the VIX of the following day using the BILSTM,
based on the trials with different timestep values.

2.2 Sentiment Analysis Features—LIWC and VADER

Using Twitter social data, sentiment analysis scores were generated from the posts and used as
features in the VIX index prediction. LIWC and VADER were used for the analysis. LIWC is a
text analysis program that shows the computed scores of more than 80 sentiments and other content
features using the dictionary; the words here are classified categorically. The main categories include
linguistic, emotional, grammatical, and psychological categories; the scores of each word in these
categories (e.g., “positive emotion,” “negative emotion,” “anxiety,” “anger,” “sad,” and “social”) are
provided [28-30]. VADER is a lexicon and rule-based analytical model that assigns sentiment scores,
such as “positive,” “negative,” “neutral,” and “compound,” for text data such as social media data.
This method is renowned for showing more accurate information on texts from various domains [31].

2.3 Prediction Model
2.3.1 LSTM and Bidirectional LSTM

Among neural networks, the recurrent neural network (RNN) is widely used as a sequential model
to forecast time series data since the model provides the corresponding vector with sequenced input
vectors. However, the RNN model suffers from the vanishing and exploding gradients problem. To
avoid these issues, the LSTM model was devised and used; this model can train long-term sequence
data with deeper neural models without encountering such a problem.
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The LSTM model consists of an input gate (i,); forget gate (f;); output gate (0,); and memory cell
(c,); the structure is described in Fig. 1. The three gates employed the output of the previously hidden
state vector (/,_;) and input vector (x,) for computation. The forget gate (f;) was trained to limit the
preservation of the former information from the previous state (%,_,). In the memory cell (¢,), the use of
memory information was regulated by the forget gate. The input gate (i,) supported adding the features
to enter the memory cell (¢,). The output gate (0,) controlled the effect of information from the memory
cell (¢,) to yield the output of the current LSTM unit. With the elaborately designed gates and cells,
the model can train long-term and short-term sequence data better without input and output weight
conflicts [24]. The equations for the forward pass of the LSTM units are defined in Eqs. (1)—(5):

fi=0(Ux,+ Vih_ +by) (1)
=0 (l]ixl + I/iht—l + b:) (2)
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Figure 1: LSTM memory unit

where, U and V are the weight matrices multiplied by the input vector (x,) and output vector of the
previous hidden state (%,_;). The operator o, tanh, and ® represent the sigmoid function, hyperbolic
tangent function, and the Hadamard product, which is also known as the pointwise operation,
respectively.

In the BiLSTM, another layer of LSTM units exists, as shown in Fig. 2. One layer is for training
the forward information (/,) of the input data and the other is for training the backward information

<«
(/,). The output of the hidden state at the timestep 7 (y,) is calculated by multiplying both these pieces
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of information with the weight matrices (). The mathematical expressions of the BILSTM are written
as follows:

— — -

h, = Ux,+ Vih_ + b, (6)

< P —

ht = U‘;X, + V7h1+1 + bh (7)
— <«

Ve = Wizy ht + W‘;,_} hz + by (8)

Forward
Direction

Backward
Direction

Xy

Figure 2: BILSTM structure

Considering the several models—BiLSTM, BiGRU, LSTM, GRU, and Attention-BiLSTM—
used as the base neural network in the experiments, the BILSTM was chosen to be integrated with
the linear time-series prediction models, ARIMA and GARCH, because it demonstrated a better
performance than the other models. The model consists of 32 nodes of two BiLSTM layers and 16
nodes of two dense layers. The number of nodes (m) for each layer was obtained from the trials with
the nodes among m € {16,32, 64,128,256, 512}. Dropout layers with a rate of 0.2 were added after
each layer. The BILSTM was trained with a learning rate of 10~ and 500 epochs using the early-
stopping method. The ReduceLROnPlateau class was employed for the learning rate scheduler with a
patience of three (3) and a factor of 0.1. The minimum learning rate was set to 10*. The dataset was
split into training and validation sets with a ratio of 8:2 through random choice without any shuffling.
The timestep was empirically set to four (4) for the input sentiment features.

2.3.2 ARIMA and GARCH

The ARIMA model is a traditional statistics model and has been applied to time-series forecasting
in financial fields [25-27]. ARIMA is a generalized form of the autoregressive moving average
(ARMA) model, which combines the autoregressive (AR) and moving average (MA) models, which
perform data differencing. The AR(p) model, an autoregressive model of order p, is given in Eq. (9):

P
Y = Zk:l Oy + o, (9)
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where, o, ~ N(0,0%), and |8, < 1 to ensure that the time series data are stationary. The model
parameters (§) of AR(p) can be estimated to predict the value of the present period (Y,) with data on
the past periods (y,_). These data can be explained using the linear combination of the past values of
the variables, which can be considered autoregression. When § is equal to zero, the data are considered
white noise. They are also considered stationary, meaning that the data of each state are independent
of the values of the other time states of data. When |§,| > 1, the data are non-stationary.

The moving average model, MA(q), explains Y, with the mean of the time series («) and white

noise error term (w,) of each period. It is a linear regression form between the predicted error of the
term and the estimated model parameters. MA(q) is defined in Egs. (10) and (11):

q
Y, =2 ot (10)
w =Y ) — f/r—k (11)

The terms p and q are defined through the Akaike Information Criterion (AIC) value, which is
known to increase with lower values. The equation for the AIC is stated in Eq. (12):

AIC = 2pr — 2In(ML) (12)

where, pr represents the values of the parameters of the model through the estimation, and ML denotes
the maximum value from the likelihood function. Based on the AIC, an ARIMA model with an order
of (1, 0, 2) was employed for the prediction.

The mathematical expression of ARIMA (1, 0, 2) can be restated in Eq. (13):
Y =6y +vYio + Vo, + o, (13)

The GARCH model captures the feature of the variance of the time series data. Owing to the
significance of the risk, GARCH is commonly used in studies on the financial market. The model
explains the volatility at the time ¢ (¢) with the squared residual returns (y’,) and the squared
past volatility (o7,). The GARCH model is a generalized form of the autoregressive conditional
heteroskedasticity (ARCH) model, and it can be expressed in Eq. (14):

q P
ol=n+D  ayit+D> B, (14)

where, n > 0,0, 8 > 0,2, & + >4 B > 1,n ~ N (0,0?) makes the output value of the model
always positive; n, «, and B are the model parameters generally estimated through the maximum
likelihood estimation method.

According to the related studies [1,32-34], GARCH (1, 1) is dominantly used to the forecast VIX
index or compared with other forecasting models on VIX prediction. Therefore, GARCH (1, 1) is
considered to be the most suitable for the forecasting VIX index among the standard GARCH models
with other parameter settings. GARCH (1, 1) is defined in Eq. (15):

012 =n+ Ohytz—l + 131012—1 (15)

2.3.3 Integrated Bidirectional LSTM-ARIMA-GARCH Model

The BiLSTM trained with sentiment features and ARIMA were unified to capture the linear and
non-linear patterns of the data to predict the target. Although the models are different, the cases
of integrating ARIMA and non-linear models are shown in previous studies in the finance sector
[25,26]. Based on the idea from a study in the financial domain [27], we also combined GARCH with
ARIMA to help the model capture volatility features from recent target trends. The unified model
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consists of three base models; the new artificial neural network (ANN) model was added to it. The
additional network took the outputs of the BILSTM, ARIMA, and GARCH models as new input
features (Fig. 3). Then, the output of the ANN was used as the final prediction value. The ANN,
which was combined later, had two dense layers (32, 16 nodes): two dropout layers after each layer
and an output layer. The dense layers, except for the output layer, used the rectified linear unit (ReLU)
as the activation function and He initialization. The other hyperparameters were applied in the same
manner as those in the BILSTM.

Our model requires low computation to implement daily prediction. The number of parameters
of the neural networks in our model is approximately 0.28 M, which is 226 x smaller than that of the
base model of Transformer [35], which is well-known for using sequence data. In terms of using a light
model, the optimization is generally completed quickly. Although the maximum number of training
epochs was 500, the integrated model stopped early after 60 epochs, and took less than an hour, even
when not using a GPU. Based on the details above, the integrated BILSTM-ARIMA-GARCH could
be regarded as a significantly efficient model to perform daily forecasting.

| Sentiment Features | | Time-lagged VIX |
| } }
BiLSTM |
ARIMA GARCH

Predicted VIX Future Direction
(Time-series Regression) (Direction Prediction) |

Figure 3: Structure of integrated bidirectional LSTM-ARIMA-GARCH

2.4 Evaluation Metrics
As shown in recent studies on VIX forecasting [1,21,36], the root mean square error (RMSE),
mean absolute error (MAE), and mean absolute percentage error (MAPE) were employed to evaluate

the ability of the model for time-series regression prediction. The three metrics are defined in
Egs. (16)—(18):

(=
RMSE = \/ - D v (16)
1 A
MAE = — 3 " 1y — 7l (17)
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1 M [ At
MAPE= > |10

M =1 V,
where, M represents the number of the samples, y, represents the true index value, and J, represents
the predicted value from the model.

(18)

For the direction prediction, the metrics precision, recall, and F1-score were utilized to measure
the classification performance. Each metric can be calculated by Eqs. (19)—(21):

TP
Precision = ——— (19)
TP+ FP
TP
Recall = — (20)
TP+ FN
2
Fl = (21)

precision~' + recall™!

3 Results

3.1 Defining ARIMA and GARCH Model

Before using the ‘ARIMA-GARCH’ model, the augmented Dickey—Fuller test (ADF) was
implemented with the VIX data to check if the data were stationary. An ARIMA, with the order of
(p, 0, q), was utilized for the prediction based on the ADF statistics value, p-value, and critical values,
implying that time-series data were applied with no differencing.

Considering the autocorrelation function (ACF) (Fig. 4) and partial autocorrelation function
(PACF) plots (Fig. 5), the values of p and q are limited asp € {0, 1,3,7,8}and ¢ € {0, 1, 2}, respectively.

Through the AIC comparison among the models with the specified order of the terms, (1, 0, 2)
was employed for the ARIMA with the lowest AIC of 798.726. For the GARCH model, GARCH (1,
1) was adopted based on a recent study on the VIX [36].
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3.2 Time-Series Regression Prediction

In this section, the predictions of the single BILSTM were compared with those of the integrated
model. The single BILSTM with the test data returned MAPE values ranging from 12 to 14, indicating
a low forecasting error. However, when predicting the VIX of the whole period, the model was found
to underfit the data for the overall period (Fig. 6).
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Figure 6: Predictions of single BILSTM

Note: Dotted line indicates the boundary between the training and test data.

The underfitting of data was the limitation of using only the non-linear model. To resolve this
problem, the model was combined with models that could add the linear trends and features of the
target data. Applying the multivariate statistical models ARIMA and GARCH, the hybrid model fitted
the overall data better, as shown in Fig. 7.

Compared to the results of the existing studies that forecasted the VIX in the COVID-19 era
[36], the integrated model showed significant progress in fitting the dynamic data patterns. The model
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trained the data pattern mapping the steep rise between February and March. Additionally, it also
learned the long-term decline from March to May and the reascent that was maintained until early
June. Even with the unseen data, the integrated model showed competitive results in predicting the
falling phase of the test data.
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Figure 7: Predictions of the integrated model
We experimented using the hybrid model with other non-linear base models; the observed results
are shown in Table 1. We found that the integrated model having the BILSTM showed the best results

among all the models. There was no improvement even after applying the attention mechanism to the
BiLSTM.

Table 1: Regression test results of integrated model with different time series base models

RMSE MAE MAPE Improvement (%)
BiLSTM 3.065 2.494 9.360 -
BiGRU 5.070 4.003 13.989 33.09
LSTM 5.339 4.596 17.548 46.66
GRU 7.772 6.694 25.260 62.95
Attention- 8.040 6.955 26.588 64.80

BiILSTM

Note: Improvement values imply MAPE decreases when using our final model.

The integrated model was also compared to the ARIMA-GARCH combined model, which
does not use sentiment analysis features for training. The results shown in Table 2 indicated that
our integrated BILSTM-ARIMA-GARCH model was better than the other models. This improved
performance can be attributed to the ARIMA and GARCH usually working well with short-term
prediction because of the convergence of the predicted values. The base neural network, i.e., the
BiLSTM, which learns features with non-linear operations, seems to overcome this weakness in our
integrated model by predicting the unfitted data.
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Table 2: Comparison of test results between the integrated model and ARIMA based models

RMSE MAE MAPE Improvement (%)
BiLSTM-ARIMA-GARCH  3.065 2.494 9.360 -
ARIMA 3.014 2.592 9.658 3.09
ARIMA-GARCH 4.824 3.818 12.752 26.60

Note: Improvement values imply MAPE decreases when using our final model.

3.3 Direction Prediction

With the same trained model, we evaluated the model for classifying the VIX future direction of
increase or decrease (Table 3) using the metrics of precision, recall, and F1-score. The prediction for
the upward trend in the VIX index was slightly better than that for the downward trend.

Table 3: Classification test results of the future direction of the VIX using the integrated model

Precision Recall F1-score
Increase 0.65 0.61 0.63
Decrease 0.42 0.45 0.43

4 Conclusion

This study predicted the global volatility index in the early stage of the pandemic by using
sentiments in social media texts. The sentiment information of the texts was extracted through two
sentiment analysis methods: (1) LIWC, which is used to extract variable sentiments from text and (2)
VADER, which is recognized to accurately analyze sentiments from texts from variable domains. The
BiLSTM model, which learned sentimental features, was proven to be effective for the prediction of
volatility index in that the integration of the model showed a better performance than when using only
a single statistical model (i.e., ARIMA) or combining statistical models (i.e., ARIMA-GARCH).

Furthermore, by integrating the sequence neural network model with the traditional statistics
models, the non-linear features from the sentiment data and the linear trends of the target values
were utilized simultaneously. Using the three models, the underfitting problem was resolved, and the
integrated model fitted the data patterns better for the entire period.

Even though the integrated model consists of multiple models, training and inference are com-
pleted quickly enough to support daily forecasting. Since neural networks in the unified model have
a small number of parameters, the optimization requires low computations and is completed quickly
without using a GPU.

The integrated BILSTM-ARIMA-GARCH model, which used only social media sentiment data
and the historical values of the target, showed lower forecasting errors in regression prediction
compared to those shown in a similar study on VIX prediction conducted during the COVID-19
pandemic [36].

Nevertheless, these results are promising, considering that prior studies used larger amounts of
data collected over multiple years than the current study [1,37]. In addition, regarding the forecasting
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results for the error of the regression, this study reports that the model can be used to predict the
long-term movement of the VIX index.

Since the outbreak of COVID-19 is relatively recent, the integrated model still needs more data
that might help the model train the dynamic patterns of the VIX during COVID-19. Such improvement
will enable the model to make better predictions for extreme patterns in the future. However, this study
proved that the sentiment scores of social media data could be an advantageous independent variable
for predicting volatility in the finance market. Additionally, the social media posts related to global
issues, such as the pandemic, also seemed to reflect the sentiments of people toward the finance market,
eventually affecting the changes in the market itself.

However, future studies still need to consider such potential changes. If global issues continue to
persist and the public gets used to them, the explanatory power of sentiments based on social media
posts related only to keywords based on global issues might decrease from the initial stage. Therefore,
using social media texts related to keywords on both global issues and the research domain is expected
to show better results with the prediction task. Social media sentiments can contribute to predictions
in diverse areas during the pandemic.

It should be noted that contextualized text representations learned from pre-trained language
models, such as ELMo and BERT [38,39], can be utilized for predicting the volatility index, instead of
extracted sentiment features. These representations are likely to contain more useful information of the
texts besides sentiment features. Therefore, using contextual representations to predict the volatility
index under supervised learning could be a meaningful approach in future studies.
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