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Abstract: The goal of this study is to reduce the energy consumption of
the sensing network and enhance the overall life cycle of the network. This
study proposes a data fusion algorithm for wireless sensor networks based on
improved ant colony optimization (IACO) to reduce the amount of data trans-
mitted by wireless sensor networks (WSN). This study updates pheromones
for multiple optimal routes to improve the global optimal route in search
function. The algorithm proposed in this study can reduce node energy
consumption, improve network load balancing and prolong network life cycle.
Through data fusion, regression analysis model and information processing
of each node, this study uses an improved ant colony algorithm to identify
the transferals avoid superfluous energy waste caused by long-span network
transferal, set the shortest route and transmit data to the central node. The
algorithm proposed in this study is conducive to improving the life cycle and
stable network, that is, the most suitable and effective way to improve the
energy consumption rate of the sensing nodes.

Keywords: IACO; WSN; transmission efficiency; control strategy; regression
analysis

1 Introduction

With the development of sensor technology and wireless communication technology, as a self-
organizing wireless sensor network (wireless sensor network, WSN) has been more and more applied
[1,2]. The wireless sensor network can sense and collect various pieces of environmental information on
the coverage area in real time, using multi-hop routing to aggregate and transmit data. Wireless sensor
networks have technical advantages such as rapid deployment, self-organization, strong concealment,
and high fault tolerance. It can obtain information without being restricted by the environment.
To comprehensively monitor the network deployment environment, the wireless sensor network is
generally densely populated with wireless nodes. In addition, it is necessary to collect data regularly
and frequently and send it to neighbor nodes, which not only results in highly redundant data being
transmitted across the network but also increases the energy consumption burden of nodes, affecting
the working time and usage of wireless sensing networks. Therefore, aggregating wireless transmissions
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in wireless sensor networks, reducing node energy consumption, and increasing the WSN’s working
time have become the focus of WSN’s research [3–5].

In this paper, we use the Improved Ant Colony Algorithm (IACO) to perform many practical
research objectives, such as optimal path finding for wireless sensor networks and optimal path
calculation for real traffic. Fig. 1 is an application diagram of data fusion transmission in wireless
sensor networks. In wireless sensor networks, the IACO be proposed it can prolong the network life
cycle, realize optimal data fusion transmission, and identify the optimal network path. Compared with
routing algorithms such as shortest path tree (SPT), ant colony optimization (ACO), and balanced
clustering routing protocol (EBCRP), the IACO has many advantages. For example, it (1) shows strong
self-adjustment, (2) supports multi-path, (3) has local or global path optimization capability, and (4)
is easy to integrate with other algorithms [6–8].

Figure 1: Schematic diagram of WSN data fusion transmission

The Marco Dorigo mentioned ant colony optimization algorithm in 1992. Its purpose is to find
a probability algorithm for the optimal path in the network path graph. It is a simulated evolutionary
algorithm. In some current research that the methods have many good features. The purpose of this
study is to optimize and reform the design of WSN parameters, and compare it with other optimization
algorithms. The experimental numerical results prove that the improved ant colony algorithm has rich
application value, especially in wireless network related applications [9,10].

The point-to-ppoint network based on the WSN model is shown in Fig. 2. Each central node of
WSN forms a point-to-point computing wireless network; its connotation includes multiple central
nodes and general nodes; the task of these nodes is to collect, store and analyze data, and finally
perform computing work. This invistigate adopts the ant colony algorithm work arrangement method,
uses the data index to manage the network in the network norm server, and realizes the processing data,
the data fusion and overall decision of each central node according to the just-in-time work schedule,
and obtains the analysis results in the final step . This study adopts a point-to-point wireless ant colony
network structure, which can reduce the communication burden and computing energy consumption,
and is conducive to improving the transmission efficiency of wireless sensory networks [11,12].
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Figure 2: Peer-to-peer wireless sensing network structure

2 Literatures Survey

Ants are one of the most common and abundant insect species on earth, often visible in groups to
humans. The group biological intelligence characteristics of these insects have attracted the attention
of some scholars. When observing the foraging habits of ants, Italian scholars Dorigo, Maniezzo, and
others found that ants can always find the shortest path between the food source and the nest. The
study found that the ants in a group cooperate by communicating and coordinating through a volatile
chemical called pheromone, which they leave on their path. Chemical communication is one of the
basic information communication methods adopted by ants and plays an important role in the living
habits of ants. The entire ant colony cooperates with each other through this information hormone,
forming positive feedback, so that ants on multiple paths gradually gather on the shortest path [13–15].

The IACO method be put forward that the global optimization characteristics and fast solution
mode; so many researches use it as its application. It has the characteristics of distributed search and
optimization calculation, which can prevent faster convergence of the method, and it is ensure the
accuracy of calculation through the transmission and accumulation of feedback information. After the
improvement and development of researchers in related fields, an acceptable solution can be found in
the early period of investigation steps. This study has proposed deeply extended and advanced during
the experimental verification [16–18].

The ICAO method be used is robust in this research; a self-organizing parallel algorithm in which
each ant’s search process is independent of other ants and communicates only through pheromones.
Ant colony algorithm is not only reliable but also has powerful global search ability. The number
of parameters of the ant colony algorithm is small, and the setting is simple. It is easy to apply
the ant colony algorithm to other combinatorial optimization problems. Another feature is that the
requirements for the initial path are not high, and manual adjustment is required [19–23].

The ICAO method is mentioned has been successfully applied to combinatorial optimization
problems, especially when the network assignment traffic is ever-changing and web nodes that links
would be rejoin and fail informal. Another recent application of unmanned is aerial vehicles and
ground communication vehicles for reconnaissance operations [24]. In the existing research, ant colony
intelligence calculus has become the focus of today’s artificial intelligence research. Its practical use
is the prospect of swarm intelligence application, because the foraging behavior of ant colony is
parallel and distributed, which makes this algorithm especially suitable for parallel computing and
processing [25,26]. The ant colony algorithm originated from solving the TSP problem, but the current
applications all use swarm intelligence computing as its application field, that is, swarm strategy. For
example, in exciter circuit design for huge System, coloring questions in graphics, maximum load
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equilibrium questions, and shipping adjustment questions and so on. Optimal path questions in WSN
are all manifestations and applications of swarm intelligence computing. Therefore, the combination
of parallel execution of ant colony algorithm and swarm computing in this study has great potential
and contribution in resolving many composite application questions in WSN [27–29].

3 Methods of Assigning Tasks

In order to achieve the lower central node power squander and immediacy demand of WSN, this
study proposes a method of assigning tasks to adjust the work, which aims to enhance the life cycle
and task execution ability of the central node and cut down power squander. This investigates uses
the sensors network all points and calculates some relation allocation method, which includes two
evaluation factors such as network energy consumption and execution time [30].

3.1 Execution Time Evaluation Index
The wireless sensor network task execution time includes three parts: the transmission time Tsend,

the access time Tvisit, the and processing time Tdeal−with. The data processing time Tdeal−with is affected
by the computing capability and the amount of computation the central node needs to accomplish.
The data transmission time Tsend is related to the amount of transmitted data Numsend and the wireless
network bandwidth (Band − Width), as shown in Eq. (1).

Tsend = Numsend

Band − Width
(1)

Tvisit is the data access time, which depends on the number and size of data packets. Because data
packets are read and written the same number of times, the data access times is approximately three
times the read and write time. The relationship between the numbers of data visits, the data visit time
Numvisit and the number of data Store is shown in Eq. (2).

Tvisit = 3
Numvisit

Store
(2)

The data processing time Tseal−with varies by application. Fig. 3 shows the relationship between
data processing time and system parameters. Generally, the existing experimental research shows that
memory usage and CPU usage, especially in wireless sensing. The WSN systems have a relatively linear
parallelism between the system-coefficient and the information fusion of all points. The all points have
corresponding processing time in different states [31].

In the point-to-point computing of WSN, each central point transmits data in parallel. So the
execution time TImplement to complete all tasks is the maximum time taken by the central node to complete
the task, as shown in Eq. (3).

TImplement = max0<i<n

( (
Tsend(i)

)
Band − Width

+ 2
Numvisit

Store
+ Tdeal−with(i)

)
(3)

Correspondingly, the relative execution time evaluation index of node ni is shown in Eq. (4).

eEI (ni) = TImplement

TReference Time

(4)

In Eq. (4), TReference Time is a predefined reference time.
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Figure 3: Work assignment relationship to system time parameters

3.2 Evaluation Index of Power Consumption in WSN
Evaluation index of energy consumption in WSN is similar to the execution time. It includes three

parts: the processing energy consumption Edeal−with,the transmission energy consumption Esend, and the
access energy consumption Evisit. The data processing energy consumption Edeal−with is related to the data
processing time Tdeal−with and the central node processing power Pdeal−with, as shown in Eq. (5).

Edeal−with = Pdeal−withTdeal−with (5)

The data transmission energy consumption Esend is related to the data transmission time Tsend and
the energy consumption power Pdeal−with of the wireless communication module. The data access energy
consumption Evisit is determined by the data access time Tvisit and the central node processing power
Pdeal−with. Therefore, the total energy consumption of the wireless sensor network is shown in Eq. (6) [31].

Etotal =
∑n

i=1
Tsend (i) Psend (i) +

∑n

i=1
(3Tvisit (i) + Tdeal−with (i)) Pdeal−with (i) (6)

Since the energy consumption ratio of transmitting 2-bit data to processing 2-bit data is about
1000:1000000, in practical applications, the influence of processing and accessing energy consumption
is usually ignored and only the communication energy consumption is discussed.

Given the minimum transmission energy consumption Psend(min) under the standard distance
Wdistance(min), the central node instantly transmits the signal and the spatial distance Wp,q between Nodep

and Nodeq is related as shown in Eq. (7) [32].

Pi,send = W 2
p,q

W 2
distance(min)

× (4π)2θ

Mf Mcρ2
× Psend(min) (7)

In Eq. (7), Mf is the transmission coefficient of the central node Nodep, Mc is the receiving
coefficient of the central node Nodeq, ρ is the wireless communication wavelength, and θ is the system

power consumption factor. Since
(4π)2θ

Mf Mcρ2
× Psend(min) is a constant,

W 2
p,q

W 2
distance(min)

is used as the evaluation

index of unit data transmission energy consumption. The life cycle of a wireless sensor network is
Assigning Tasks, which is a very important indicator besides energy consumption. In this study, the
life of the node that first exhausts energy is used to calculate the life of the network. Therefore, this
study tries its best to use the method of uniform energy consumption of central nodes to prolong
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the survival time of the network. After completing the communication between node Nodep and node
Nodeq, the remaining energy average of each node can be measured by energy entropy theory. In this
study, the residual energy of the central node Nodecent at Time is set as Engerx and Eq. (8) is used to
define the proportional relationship of the residual energy of the node Nodecent:

In this study, after completing the communication between node Nodeq and node Nodep, the mean
of is left over power of each point can be obtained by measuring the energy entropy theory. There be
left over power of the central point Nodecent at Time is set to Engerx and Eq. (8). It is used to define
the proportional relationship of node Nodecent remaining energy:

I (Nodecent) = lg
(

1
p(Engerx)

)
= − lg(p(Engerx)) (8)

In Eq. (8), p(Engerx) is the ratio of the residual energy of node Nodecent to the total residual energy
of the network. According to the above formula, the average degree of residual energy of the entire
network can be obtained as shown in Eq. (9).

In Eq. (8), p(Engerx) is the ratio of the remaining energy of node Nodecent divided by the total
remaining energy of the network. According to Eq. (8), this research can get the average residual energy
of the whole network as shown in Eq. (9).

H (l′) = −
∑

Engerx∈lI
p (Engerx) lg p(Engerx) (9)

In Eq. (9), H (l′) is the entropy of the remaining energy of the entire wireless sensing network
after the completion of data transmission at Time. The larger the entropy value, the more evenly
distributed the remaining energy and the longer the corresponding network lifetime. Considering the
unit residual energy entropy evaluation index and data transmission energy consumption evaluation
index comprehensively, the network energy consumption evaluation index of node li is obtained as
shown in Eq. (10) [33].

eEI (li) = − W 2
p,q

W 2
distance(min)

H(l′
i) (10)

3.3 Comprehensive Evaluation Index
In this study, the time-energy comprehensive evaluation index is used to achieve the influence

of network energy consumption and balanced execution time on the optimal execution method of
wireless sensor node assignment work, as shown in Eq. (11) [34].

ComeEI = γ max
1 < i < n (etime (ni)) + (1 − γ )

∑n

i=1
eEI (ni) (11)

In Eq. (11), γ is a correction parameter, and its purpose is to influence the power squander on
the optimal working mode during the average work execution period. Because the number of node
centers that can be allocated is adjusted with the scale of the WSN, the optimal work allocation method
demands to adjust the diversification of the WSN instantly and dynamically. This research employed
a IACO method to motorize the optimal work assignment method for wireless sensor networks
[35–38]. The information hormone of the central node of the network determines the ability to find
the shortest path and calculate the fast approach to stability of the IACO method. If the value of the
α parameter is bigger, the central point data radius expansion operation is too fast, the method to
collect is too early and it was not reach the best answer. Conversely, if the value of the α parameter
is insignificant, the central point data radius expansion operation of the network will be slow, which
will cause the entire system to converge too slowly. Consequently, this research mentioned to renew
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the data radius these central node of the optimal and suboptimal paths at the end of each cycle, and to
calculate the shortest path. The flowchart of the algorithm proposed in this study is shown in Fig. 4
[39]. These shortest paths are calculated to form a shortest path tree of the wireless sensor network
from the merge point to the origin point.

Figure 4: The information fusion method for flow chart model

4 Experimental Analysis and Discussion

4.1 Energy Efficiency Task Distribution Control
Under the hardware experiment framework of this research: (1) Use 35 network central nodes and

complete the detailed multi-layer operation (seven layers) (2) The system places 150 central nodes for
energy consumption measurement (3) Wireless sensor network The protocol is IEEE 802.11, and the
central processing unit operating frequency is as high as 203MHz. The network record the operation
period of the WSN, and the improved group WSN is employed to collect and train information, and the
execution results are recorded. During the working procedure of the WSN, each central node measures
its own residual energy in real time, and sends the result to the network index server for recording.

The experimental environment of this research is a typical wireless sensor network structure, with a
total of 180 central nodes, which perform data calculation tasks of wireless sensor nodes. The web index
server will use a modified ant colony algorithm energy-efficient work distribution method to complete
the distribution work. In this study, the general genetic algorithm, the general ant colony algorithm, the
multi-ant colony algorithm and the proposed improved ant colony algorithm are used for experiments.
Fig. 5 is the analysis of data fusion transmission and energy consumption processing time in this
experiment. From this experiment, it can be verified that the improved ant colony algorithm has the
fastest convergence speed when dealing with multi-node optimization problems. When the number of
iterations is 200, the optimal solution has been converged. This experiment analyzes the optimization
of network energy efficiency and work allocation, and analyzes the trend of energy consumption and
processing time as the number of network central nodes changes.
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Figure 5: Simulation results of energy-efficient task scheduling methods: (a) information processing
time and (b) wireless sensor network energy consumption

Fig. 5 shows that the information during the process of the center point’s node of the point-to-
point network structure will be adjusted according to the number of central nodes, and the increase
in the number of central nodes will increase the WSN power spender of the WSN. The information
during the process and WSN power spender of the power-saving work arrange method using the IACO
method are always higher than other algorithms. Generally speaking, if the information processing
time of the single-center node wireless network structure is kept above 300 s, the communication energy
consumption of the wireless sensor network varies between 4 and 9 J. The preliminary simulation
results of this experiment show that the IACO method work arranges method are mentioned and
helps to reasonably and effectively allocate the storage tasks in this study, information transport and
deal with of every WSN node to the working status of the central node, and gradually Greatly improve
network energy consumption and life cycle. The IACO varies with the parallel all points. Experiments
prove that the IACO be mentioned has better stability and global optimization search ability. [40,41].

4.2 Packet Aggregation Delay Comparison
The hardware architecture of this experiment is as follows: (1) Randomly deploy 10–100 wireless

sensor nodes (2) Construct a circular area (wireless sensor network) with a radius of 100 m. In order to
verify the performance of various algorithms in this experiment, the single ACO algorithm, multiple
ACO algorithm, general ant colony optimization (ACO) algorithm are compared with the method
be mentioned in this research. According to the Python programming simulation test, adjust the
parameter settings as shown in Table 1. After 50∼68 simulation calculations in this experiment, it
is concluded that different parameter combinations in the ACO will effect on time and efficiency of
stabilization of optimal Network routing computation.

Table 1: Parameter settings for simulation experiments

Parameter Value

ρinit 0.54
Pmin 0.23
Pmax 0.86

(Continued)
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Table 1: Continued
Parameter Value

α 0.3
β 0.2
ω 56
γ 0.5

Fig. 6 compares the performance of the four algorithms in terms of packet aggregation latency in
wireless sensor networks. As the number of nodes increases, the increase of wireless packet aggregation
delay is close to linear. The delay performance of general ACO and single ACO algorithm is poor.
A variety of ACO algorithms take into account the factor of data delay, and the delay effect is
relatively good. The delay performance of the algorithm proposed in this experiment is the best.
When the number of central nodes is greater than 130, the delay growth trend will slow down. This
is because the algorithm proposed in this experiment combines the factors of load and distance when
selecting the path and its biggest advantage is that it can independently select the optimal network
transmission path.

Figure 6: Comparison of data packet aggregation delays for four algorithms

4.3 Performance Evaluation Index
In this study, the algorithm’s performance is preliminarily evaluated in terms of three aspects:

network life cycle, node load variance, and data collection delay [42].

4.3.1 Life Cycle of Wireless Sensor Network

Fig. 7 shows the life cycle of WSN under different number of nodes. The life cycle of the WSNs are
the most appropriate execution parameters. The IACO be employed in this research takes the energy
consumption of the central node as the basis of the reference network life cycle when constructing
information fusion. This experiment only studies the energy consumption of the central node. From
the statistics of the experiment, this The method proposed by me focuses on balancing the network
load, and observes that the energy consumption of the central node is the lowest, so the network life
cycle of the algorithm proposed in this research is better than other algorithms [43–45].
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Figure 7: Life cycle of wireless sensor network

4.3.2 Central Node Load Variance

In this experiment, the central node load variance in the wireless sensor network is used as the
measurement basis for load balancing, as shown in Eq. (12). Among them, L is the lave power spender
of all WSN point, n is the center points, Li is the lave power of center point i, S2 is the maximum loader
variance of center points. Fig. 8 shows the center point maximum loader variance.

S2 =
∑n

i=1(Li − L)2

n − 1
(12)

Figure 8: Central node load variance

Fig. 8 indicates that with an increase in time, the maximum point loader variance in the method
proposed in this study gradually becomes smaller, which indicates that the threshold strategy is adopted
in the data transmission stage, which balances the node energy of the network and prevents some
nodes from consuming energy too quickly, dying prematurely, and reducing network performance.
Since the multiple ACO algorithms constructs a data fusion tree with self-adjustment of energy and
comprehensively considers the selection weight of energy in the next hop node, it also has a significant
effect on the energy balance of the network. However, the single ACO and the general ACO algorithms
do not fully consider the node energy, and the residual energy value between nodes is quite different,
which is not conducive to extending the network life cycle and wastes a lot of energy.
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4.3.3 Information Collection Latency

This experiment is to compare the efficiency of information collection delay. Data transmission
latency is a serious parameter to observe the implement measurement of the method proposed in this
research in terms of data fusion. Fig. 9 shows the change curves of the efficiency comparison of the
information collection delay of the four methods. From the experimental results, it is found that the
information collection delay with the increase or decrease of the network size. The method be employed
in this research and the multiple ACO algorithms are more adequate in terms of information collection
delay. They can get the best latency. However, other algorithms have longer delays in information
collection and poorer responses.

Figure 9: Information collection latency

5 Node Efficiency Regression Analysis and Supervised Learning

This study proposes an IACO method for information fusion in WSN. This algorithm can save the
power spender of network central points and optimize to wireless transmission router and distance.
The algorithm adjusts the selection probability of the central node when performing data fusion
calculations, and updates information hormones for the best multiple paths at the same time. This
study uses regression analysis to simulate and compare the life cycle, central node energy consumption
and learning algorithm in this study. The proposed algorithm can effectively reduce node energy
consumption, improve network load balance, prolong network life cycle, and effectively predict future
node life cycle and learning status.

5.1 Node Efficiency Regression Analysis
In this section, the node energy is analyzed. Fig. 10a shows a schematic diagram of the node energy

model of a concentric circle. The energy at the center point is the largest. Because of the relationship
between the wireless environments, the electric energy is distributed into a gradient descent energy
diagram as it goes to the periphery of the concentric circle. As a result, when distributing the locations
of the nodes in the wireless sensing network, the energy distribution conditions must be considered.
Fig. 10b shows a linear regression analysis diagram of the central node, in which each coordinate value
of

(
xi, yj

)
represents the relationship between the life cycle and the energy of the central sensing node

of the wireless sensing network. Fig. 10c displays a multiple regression analysis graph of the optimal
solution. Because this graph is closer to the real graph of the relationship between the number of nodes
and energy, the prediction from the model is also correct.
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Figure 10: (a) Node energy model. (b) Linear regression analysis diagram of the central node.
(c) Multiple regression analysis diagram of the optimal solution

In the previous references, we have repeated the concept of mean or median value. The core idea
of using regression analysis here is to identify the best value for all distribution points such that the
sum of the distances of the real values is zero, leading to an optimization result using the least squares
method. In the data on the relationship between the life cycle and the energy of the real node, we
compared the predicted data. The model in Figs. 10b, 10c provides use with an excellent ability to
predict data and verify that the real data and the predicted data are the best match.

Regression analysis is widely used in wireless sensor network research. This study uses regression
analysis to study the real and predicted relationship between node life cycle and energy. The authors
use the coefficient of determination R2 as a criterion to judge whether the regression model is valid
and its explanatory power is strong or weak, as shown in Eq. (13).

R2 =
∑

(Ŷ − Y)2

/∑
(Y − Ŷ)2 (13)

where (Ŷ − Y) represents the variation between the node energy fit value and the mean value, (Y − Ŷ)

represents the variation between the node measurement value and the fit value, and the range of R2

is taken as [0, 1]. An R2 value closer to 1 indicates that the life cycle of the node has a stronger ability
to affect the energy of the node and the established regression model is more suitable. The R2 value in
Fig. 10b is 0.72, while the R2 value in Fig. 10c is 0.86. Therefore, the Fig. 10c has a strong optimization
performance.

5.2 Supervised Learning
In machine learning, we can divide the actual measurement data into training data and test data.

Generally, 82% of the data is used for training and 18% of the data is used for testing. During the
learning process, we can build a regression model from the training data and use the test data to judge
whether the established regression model is good enough. In the previous discussion, we established a
multiple regression model and also conducted research on numerical prediction. We then brought the
test data into the regression model and compared the results to judge whether the regression model is
capable of presenting and explaining all the existing states and prediction results.

Fig. 11a shows that the R2 value is 0.86, and the closer the coefficient of determination to 1,
the more optimal is the regression model (a value greater than 0.5 usually indicates that the model
has excellent ability to optimize). Fig. 11b verifies that the k-mean cluster analysis prediction of the
regression model is accurate and applicable. Figs. 11a, 11b displays the prediction distribution maps of
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sensing nodes in space. In the figure, the X and Z axes are the relative positions of each node compared
to the center node and the Y axis is the energy comparison value of each node and the center point. The
three graphs in Figs. 12a–12c are used to compare the models for predicting the relationship between
nodes and energy. The graph in Fig. 12a, at R2 = 0.93, is the best, and the graph in Fig. 12b is the
second best. The predictive model in Fig. 12c has the weakest optimization ability.

Figure 11: (a) Supervised learning and (b) cluster analysis

Figure 12: Prediction distribution maps of sensing nodes in space. (a) R2 = 0.68, (b) R2 = 0.84, and
(c) R2 = 0.93

6 Conclusions and Future Works

An optimal design can reduce the cost of constructing a wireless sensor network. This research
mentioned an IACO method, whose purpose is to combine the global parallel search ability and
the calculation probability strategy of information fusion to solve the optimal transmission design
problem of many different types WSN. The IACO method is an adjustment and integration stage
in the calculation procedure. This system endows the algorithm with the ability to conduct a global
search, and starts searching at multiple central nodes in the distribution area at the same time, and
improves the reliability and accuracy of the algorithm. This study successfully proposed an improved
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ant colony algorithm, which has the advantages of a very robust sorting combination operator that
can enhance the global search ability.

The IACO be employed in this research is suitable for providing methods for optimizing task
assignment in wireless sensor networks. This method uses a probabilistic model to evaluate the network
life cycle and energy consumption performance, takes increasing the effective network coverage as
the optimization goal, searches the global network through the ant colony intelligent algorithm, and
introduces the energy efficiency into the ant information radical evolution calculation. The method
process of work distribution is accelerated, and finally the convergence speed of applying group
algorithm to swarm intelligence calculation is accelerated. In summary, the IACO be employed in this
research can be applied not only to any WSN-based IoT architecture, but also to high-performance
information fusion computing and large-scale IoT with strict energy consumption requirements.
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