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Abstract: Contemporary attackers, mainly motivated by financial gain, consis-
tently devise sophisticated penetration techniques to access important infor-
mation or data. The growing use of Internet of Things (IoT) technology in
the contemporary convergence environment to connect to corporate networks
and cloud-based applications only worsens this situation, as it facilitates
multiple new attack vectors to emerge effortlessly. As such, existing intrusion
detection systems suffer from performance degradation mainly because of
insufficient considerations and poorly modeled detection systems. To address
this problem, we designed a blended threat detection approach, considering
the possible impact and dimensionality of new attack surfaces due to the
aforementioned convergence. We collectively refer to the convergence of differ-
ent technology sectors as the internet of blended environment. The proposed
approach encompasses an ensemble of heterogeneous probabilistic autoen-
coders that leverage the corresponding advantages of a convolutional varia-
tional autoencoder and long short-term memory variational autoencoder. An
extensive experimental analysis conducted on the TON_IoT dataset demon-
strated 96.02% detection accuracy. Furthermore, performance of the proposed
approach was compared with various single model (autoencoder)-based net-
work intrusion detection approaches: autoencoder, variational autoencoder,
convolutional variational autoencoder, and long short-term memory varia-
tional autoencoder. The proposed model outperformed all compared models,
demonstrating F1-score improvements of 4.99%, 2.25%, 1.92%, and 3.69%,
respectively.
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1 Introduction

Technology sectors have rapidly converged to provide versatile, high-quality services. For example,
to achieve splendid treatment from health care centers, services from a smart grid, smart buildings,
and smart healthcare can be aggregated. The smart grid ensures a consistently adequate energy supply
through its decentralized energy generation and intelligent self-healing capabilities [1]. Smart buildings,
on the other hand, facilitate high-quality services for health professionals and clients, such as providing
safe and secure spaces or pleasant and controlled environments [2]. Furthermore, smart healthcare
enables smart health monitoring and personalized healthcare services [3]. Consequently, the operations
of each sector are becoming highly interdependent and indivisible. For example, the performance
of a smart grid is substantially dependent on the effective functioning of smart buildings and vice
versa [4,5]. As a result, there is a highly sophisticated interconnection between people, materials, and
institutions. This environment in which the Internet of Things (IoT), big data, and AI converge can
be collectively referred to as the internet of blended environment (IoBE) to emphasize the mixed and
indivisible characteristics of the environment [6].

The convergence of these technologies brings challenging problems, particularly from the cyberse-
curity perspective, as it introduces a new form of blended threats that exploit the vulnerabilities of weak
links as a steppingstone to the most sensitive sectors, such as finance, healthcare, and grid systems.
Some of the most common blended threats during the early ages of smart technologies included Code
Red, Bugbear, and Nimda [7–9]. For example, attackers were able to steal sensitive information, such
as social security numbers and medical records, from Anthem Inc. using a blended threat named
Code Red [7]. The number of attack surfaces is increasing exponentially as it is becoming easier for
new attack vectors to emerge, following the growing use of IoT technology to connect to corporate
networks and cloud-based applications. Such attacks are perilous because of their potential ability to
exploit zero-day vulnerabilities. Although the term “blended threat” is often used to refer to an attack
that combines multiple techniques and methods, we use it to refer to an attack that exploits multiple
vulnerabilities in the IoBE to evade its target. Section 2.3 provides a further explanation of the nature
of blended threats.

Having a threat detection and identification system developed by considering such an environment
is the primary step that must be taken to mitigate blended threats. Owing to the dynamic and complex
nature of the environment, cyberattacks in IoBE have a higher probability of demonstrating solid
relationships and mutual effects on each other. Therefore, it is essential to accurately model the
subtle temporal and spatial connections between the network traffics generated in IoBE to effectively
characterize malicious or anomalous flows in the environment. Machine learning, such as autoencoder
and its variants, has shown remarkable achievements, particularly in network intrusion detection
[10–13]. Zhang et al. [10] and Yan et al. [11] proposed unsupervised network intrusion detection
system (NIDS) by using the stacked autoencoder (SAE) for effective dimensionality reduction.
The authors add and leverages the sparsity constraint on the hidden layer of SAE to enhance the
generalizability of the proposed approach, particularly for the large-scale intrusion detection systems
with massive and high dimensional network traffic. Similarly, Al-Qatf et al. [12] proposed unsupervised
NIDS combining the dimensionality reduction power of SAE with the classification potential of
Support vector machine. The author achieved a competitive classification result compared to the
baseline approaches after applying the proposed NIDS on the NSL-KDD dataset. Similarly, recurrent
neural networks and convolutional neural network-based models have shown better performance
in accurately modeling both temporal and spatial characteristics [14–16]. Therefore, it has become
common to apply a combination of these models and approaches to achieve better performance.
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Most of these approaches operate by first training on normal or benign network traffic and
then characterizing any deviation as an intrusion or attack. In other words, an anomaly threshold
is computed to define a classification boundary between benign and anomalous traffic based on
the typical loss exhibited by the model when reconstructing normal network traffic. If insufficiently
designed, the models will suffer significantly from a high rate of false alarms, which eventually degrade
their performance. Furthermore, the convergence of various heterogeneous environments in the IoBE
makes things worse, as it is most likely that the underlying NIDS will experience numerous unmodeled
behaviors. To address this problem, we propose a blended threat detection approach considering the
possible impact and dimensionality of the new attack surfaces due to the convergence of different
technology sectors in the IoBE. The proposed approach encompasses an ensemble of heterogeneous
probabilistic autoencoders combining the corresponding advantages of the convolutional variational
autoencoder (Conv-VAE) and long short-term memory variational autoencoder (LSTM-VAE). The
aggregation of these models intends to effectively characterize the dynamic properties of network
traffic and the subtle relationship between the intrinsic nature of blended threats. Furthermore, to
address the possible false alarm rate due to heterogeneity in the IoBE data, we propose an ensemble
anomaly threshold computing approach based on the individual loss results of both probabilistic
models. The optimum anomaly threshold is computed during the training phase, and the most
representative probabilistic reconstruction error per traffic is determined during the testing phase. An
extensive experiment was conducted on ToN-IoT network intrusion detection datasets, and the results
indicated that the proposed solution achieved 96.02% detection accuracy. Furthermore, we conducted
a performance comparison against various single model (autoencoder)-based network intrusion
detection approaches: autoencoder, variational autoencoder, convolutional variational autoencoder,
and long short-term memory variational autoencoder. The results indicated that the proposed model
outperformed all other models by demonstrating F1-score improvements of 4.99%, 2.25%, 1.92%, and
3.69%, respectively.

The following points summarize the main contributions of this paper:

• We provide a network intrusion detection system to detect blended threats in the internet of
blended environment (IoBE), considering the possible impact and dimensionality of new attack
surfaces resulting from the convergence of different technology sectors.

• We analyze the dimensionality and impact of blended threats in the IoBE.
• We provide an optimal anomaly threshold computation approach using an ensemble of

heterogeneous autoencoders, in which an optimal anomaly score is computed during the
training phase based on the respective loss distribution of each autoencoders, and the most
representative probabilistic reconstruction error per traffic is determined adaptively during the
test phase.

• Our approach demonstrated 3.99%, 1.95%, 1.92%, and 2.69% F1-score improvements com-
pared to the single autoencoder-based network intrusion detection systems: autoencoder,
variational autoencoder, convolutional variational autoencoder, and long-short term memory
autoencoder, respectively.

The remainder of this paper is structured as follows: in Section 2, we review some background
information needed to adequately understand the proposed solution; in Section 3, we analyze the
dimensionality and impact of blended threats in the IoBE; in Section 4, we discuss the proposed
method in detail, including the problem formulation and model construction; in Section 5, we
discuss the implementation of the proposed approach, elaborating on the experimental setting and
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data preprocessing; in Section 6, we evaluate and discuss the overall performance of our proposed
technique; and finally, we provide concluding remarks in Section 7.

2 Background

This section provides important background information to help better understand the different
topics covered in the manuscript. Furthermore, Table 1 provides descriptions of the notations used in
the manuscript to denote mathematical expressions.

Table 1: Description of notations used

Notation Description

Ns Number of data points in the network traffic
si ith feature of each data point
x Input dataset
x(i) ith data point from the input dataset
ẋ(i) ith element from the reconstructed dataset
z(i) ith element from the latent vector
μ, δ, and ξ Mean, standard deviation, and constant
p (A) Probability distribution of A
pθ (A) Probability distribution of A parametrized by parameter θ

qφ (A|B) Posterior probability distribution of A given B and
parametrized by φ

DKL Kullback–Leibler divergence loss
L Reconstruction loss
W , b Weight and bias matrix
Subscript t − 1, t, and t + 1 To denote the past, current, and future time step
h, f , c, i, and o To denote the internal state, forget-gate, store-gate, input-gate,

and output-gate of an LSTM cell
Wf , Wc Wi, Wo, bf , bc, bi, bo Respective weight and bias matric of each LSTM gates
Tx Anomaly threshold computed by model x
Topt Optimal threshold value (computed for each input data point

during the training phase)
Lbest Best representative final loss (computed for each input data

point during the test phase)
Ldis−x Loss distribution of model x
Lfin−x Final loss computed by model x combining the probabilistic

reconstruction and KL-divergence loss
Mi Training model

2.1 Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM)
An RNN is a type of deep learning neural network that was primarily developed to model

sequences in data when patterns in data change with time [17,18]. In a standard neural network, the
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information flows only in one direction—from input to output—which prevents the network from
maintaining information about previous events when there is a sequence of events in time. In contrast,
the simple structure of an RNN has a built-in feedback loop that enables the network to analyze
current and future information by allowing the information to persist over time. Similarly, the RNN
allows information to flow through time by applying a recurrence relation at every timestep to process
a sequence [18]. At some timestep t, unlike the standard neural network, which only computes the
output vector yt from the input vector xt, the RNN computes an internal state update ht and passes
this information from timestep t to the subsequent timestep t + 1. At each timestep t, the internal
state ht is updated by applying a function fw that is parametrized by a set of weights w and takes the
old state ht−1 and an input vector xt as arguments, as shown in Eq. (1). Most importantly, the same
function with its set of weight parameters is used throughout the entire timestep. The network learns
this set of parameters during training, as shown in Fig. 1. Note that learning in a neural network
is an iterative process of adjusting the difference between the model output and expected output by
computing the model loss, backpropagating, and adjusting the weight parameters to minimize the loss.

ht = fw (ht−1, xt) (1)

Figure 1: RNN structure

However, in an RNN, unlike a standard neural network, the gradient of the total loss is
backpropagated in time to the beginning of the data sequence [18,19]. This results in an exploding
gradient problem when the gradients are larger than one, and a vanishing gradient problem when
they are less than one. In the latter case, the network is less likely to capture long-term dependencies
because of difficulties in propagating the loss further into the distant past. Long short-term memory
(LSTM), on the other hand, is a variant of RNN that was explicitly designed to avoid such long-term
dependency problems, using the inherent behavior of remembering important information for long
periods [19,20]. This is achieved by carefully regulating the information flow and storage using a key
structure called a gate, which enables the LSTM to selectively add or remove information to its cell
state, as illustrated in Fig. 2.

In general, information passing through a single layer of LSTM involves four major steps:
forgetting irrelevant history, storing the relevant part of the new information, selectively updating the
internal state based on what to forget and what to store, and finally generating an output, as shown in
Fig. 2. In the first step, the LSTM decides on part of the information to be forgotten using the function
ft composed of the prior internal state ht−1 and the current input xt, as shown in Eq. (5). The second
step is to determine the relevancy of the new information candidate Ct, by adding stored portion of
the previous cell state (ft ∗ Ct−1) and portion of the current cell state to be used (it ∗ ′Ct), as shown in
Eq. (2). The cell state is then selectively updated in the third step, taking the relevant part of both the
prior and current information, as shown in Eq. (4). Finally, the output gate provides an output to the
next timestep, deciding on part of the information encoded in the cell state using the sigmoid layer,
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as shown in Eq. (3). A combination of these steps helps each LSTM layer to create and maintain an
internal independent cell state, which allows the uninterrupted flow of the gradient through time.

Ct = ft ∗ Ct−1 + it ∗ ′Ct (2)

Ot = δ (w0. [ht − 1, xt] + b0) (3)

ht = Ot ∗ tanh (Ct) (4)

ft = δ
(
Wf .(ht−1, xt) + bf

) =
{

0, forget everything
1, remeber everything

(5)

where xt is the input to the current timestep, Wf is the weight matrix, bf is the bias, and ht−1 is the
hidden state of the previous timestep.

Figure 2: LSTM structure

2.2 Autoencoder and Variational Autoencoder
Autoencoders are simple generative models designed to automatically learn low-dimensional

feature representations of data by understanding the underlying hidden structure [21,22,11]. They
are composed of a concatenated encoder and decoder block, as shown in Fig. 3a, where the encoder
block maps the input space x into a low-dimensional representation vector (latent space) z, and the
decoder block reconstructs the original input space x by mapping the latent space vector z back to
the dimensionality of the input space x. The network is trained to learn the latent vector z using
an unsupervised approach by minimizing the reconstruction loss, that is, the difference between the
original input space and the reconstructed input space and generating an output that resembles the
input space as accurately as possible.

However, the standard autoencoder follows a deterministic encoding approach that enforces
the input space into a deterministic latent vector, presenting the latent space as a bottleneck in
the network. This implies that the quality of the autoencoders mostly depends on determining the
appropriate dimensionality of the latent space. The higher the dimensionality, the poorer the encoding
functionality, and the lower the dimensionality, the poorer the quality of the reconstructed output
[22]. In contrast, the variational autoencoder (VAE) is a variant of a generative model designed to
avoid the bottleneck problem in the standard autoencoder by replacing the deterministic latent-space
learning operation with a probabilistic sampling operation [21,23]. In other words, instead of learning
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the latent variable directly from the encoder operation, the VAE learns the mean (μ) and variance (δ)

that parametrize a probability distribution for latent variables in the latent vector. The probabilistic
representation of the latent space is then sampled from the means and variances of the described
distribution. Both the encoder and decoder in the VAE have a probabilistic nature, in which the encoder
computes pφ(z|x), the probability distribution of the latent vector z given the input space x, and the
decoder computes the reverse operation qθ (ẋ|z), the probability distribution of the reconstructed input
space ẋ given the latent vector z. In addition to the reconstruction loss in the standard autoencoders,
to minimize the overfitting problem, the loss function L of the VAE, as shown in Eq. (6), contains a
regularization term that imposes a constraint on learning the latent distribution by placing a prior p(z),
the initial hypothesis of the latent distribution, on the latent space z and enforcing each latent variable
in the latent space to follow p (z) . The divergence between p (z) and the inferred distribution pφ(z|x) is
measured using a distance function called the Kullback–Leibler (KL) divergence, DKL(pφ (z|x) ||pθ (z)).
If the mean squared error is used to measure the reconstruction loss, the loss function of the VAE will
have the form shown in Eq. (6).

L (φ, θ , x) = ||x − ẋ||2
2 + DKL

(
pφ (z|x) ||pφ (z)

)
(6)

Figure 3: Structure of (a) autoencoder and (b) variational autoencoder

Furthermore, the VAE overcomes the problem of backpropagating a gradient through the
probabilistic sampling layer by introducing the concept of a reparameterization trick. Instead of
drawing the latent vector directly from the distribution parametrized by μ and δ, the trick is performed
by considering the sampled latent vector as a sum of a constant vector μ and scaled δ (scaling δ is
done by multiplying with random constant ξ drawn from the prior distribution), as shown in Eq. (7).
All the operations of the fully connected multilayer perceptron-based VAE, including encoding,
parametrization, reparameterization, and decoding operations, are illustrated in Fig. 3b.

z = μ + δ � ξ (7)
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3 Blended Threats in Internet of Blended Environment (IoBE)

The convergence of various technology sectors in the IoBE brings challenging multidimensional
problems, particularly from a cybersecurity perspective [24,25]. Such convergence is occurring at
an alarming rate. However, the corresponding cybersecurity defense strategies have not been given
sufficient attention [24]. Consequently, there are several weak links in such environments, which in
turn exponentially increase the number of attack surfaces. This allows attackers to devise simple
but devastating cyber threats that exploit the vulnerabilities of weak links in the environment. For
example, attackers can easily infiltrate highly sensitive sectors using weak links, such as the IoT in
smart buildings, as a steppingstone [24]. Therefore, we define blended threats as cyber threats that
hackers mostly use to trigger multiple attacks to evade their target by exploiting various attack surfaces
in IoBE. After successfully passing through the target’s security solutions, blended threats typically
attempt to expand their attacks by exploiting other available software and/or hardware vulnerabilities
[7–9]. This allows attackers to launch devastating cyberattacks that can rapidly propagate and infect
multiple endpoints.

A comprehensive analysis of possible vulnerabilities in smart factories, smart grids, digital
healthcare, smart buildings, and intelligent transport systems was provided in [6], assessing potential
attack surfaces and security threats. Advanced metering infrastructure, energy storage systems, energy
management systems, and electric vehicle charging systems are potential attack surfaces in a smart
grid [26–33]. Similarly, electronic medical equipment, medical information systems, and overall
healthcare networking systems are potential attack surfaces in smart healthcare [34–37]. Furthermore,
closed-circuit television systems, alarm systems, access control systems, heating, ventilation, and air
conditioning, and integrated building management systems are possible attack surfaces in smart
buildings and smart factories [38–44]. Furthermore, these attack surfaces are exposed to potential
security threats, such as data breaches, data tampering, malfunction and interruption, malicious
code infection, and sometimes physical damage to equipment. Table 2 summarize some potential
vulnerabilities in the IoBE with their respective attack surfaces and security threats, focusing on smart
grids, smart buildings, and smart healthcare.

Following the complex interconnection between heterogeneous environments, the data generated
by an active player in the IoBE are mostly consumed by the other participants. Such complex data
propagation and consumption facilitate sophisticated cyber threats that leverage weak links in an
environment where security solution is weak or absent. Moreover, owing to the novelty of these
threats, it will be difficult for security technologies to detect and identify them, as the convergence is
occurring before such security scenarios are sufficiently considered [24]. Therefore, devising a robust
threat detection technology, with the aforementioned scenarios in mind, is the primary step toward
mitigating blended threats in the IoBE. Once blended threats are successfully detected, the next step is
characterizing them and tracing their origins by identifying the subtle relationship between the intrinsic
nature of those threats.

Furthermore, machine learning models benefitted greatly from the ever-growing amount of
massive data collected from various sources [45]. Consequently, when sufficiently designed and fine-
tuned, these models have shown remarkable success in easily fitting to any given problem space [46,47].
Similarly, deep learning approaches, as discussed in Section 1, play an invaluable role in designing
effective network intrusion detection systems. Therefore, we designed a robust approach for blended
threat detection in the IoBE using an ensemble of heterogeneous probabilistic autoencoders. In doing
so, we leveraged the corresponding advantages of Conv-VAE and LSTM-VAE to effectively model the
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dynamic characteristics of network traffic and determine the subtle relationship between the intrinsic
nature of blended threats.

Table 2: Examples of data breach, malfunction, and interruption attacks on different sectors in IoBE

Target technology sector Attack type Technique

Smart grid Distribution substation controller
and Energy Storage System data
breach

Using man in the middle attack

Advanced Metering Infrastructure
data leakage

Using packet sniffing techniques

Large-scale power outage Using DDoS attack on smart
meters

Smart buildings Interrupt the overall operation of
the Intelligent building management
systems (IBMS)

Through IBMS credential theft

Fire alarm systems operation
interruption

Using unauthorized remote
access

Heating, Ventilation, and
Air-Conditioning data breach

By exploiting vulnerabilities in
various HVAC suppliers

Smart healthcare services Freezing medical devices Using packet spoofing
Encryption key breach By exploiting less-secure medical

devices
Medical record breach Performing packet analysis on

DICOM protocol

4 Proposed Solution

The proposed approach encompasses an ensemble of heterogeneous autoencoder-based models,
Conv-VAE and LSTM-VAE, to model the spatial and temporal characteristics, respectively, of network
traffic. Similarly, we used a probabilistic autoencoding approach to address the expected variability
in the distribution of IoBE data. In standard autoencoders, the reconstruction error, which is an
essential parameter for characterizing the network traffic, is computed based only on the difference
between the reconstruction and the original input. This deterministic nature makes it difficult to
calculate the representative reconstruction error if the underlying input variables are heterogeneous
(as in IoBE data). However, probabilistic autoencoders address this problem by calculating the
probabilistic reconstruction error based on both the reconstruction error and the variance parameter
of the respective distribution of each unit of heterogeneous input data. Furthermore, to address the
possible large false alarm rate due to heterogeneity in the IoBE data, we devised an optimal threshold
computation module that determines the best representative threshold value based on the results of
both models. A further explanation of this module is provided in Section 4.3. Fig. 4 illustrates the
overall design of the proposed solution.
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Figure 4: Overall design of the proposed solution

4.1 Convolution Variational Autoencoder (Conv-VAE) Modeling
For a sequence S = {s1, s1 s2 s3 . . . sn} of network traffic, where si is a feature of the traffic and Ns is

the total number of data points in the dataset, the dimensionality of the dataset is x ∈ Rsi×Ns . Given an
input dataset x characterized by an unknown probability distribution p(x), the objective of training
the Conv-VAE is to model or approximate the true distribution p of the data using a parametrized
distribution pθ , as shown in Eq. (8). However, because of the computational complexity of calculating
pθ (x), the VAE uses an extra function qφ(z|x) to approximate the posterior distribution by calculating
a distribution z given input x. As a result, qθ (z|x) ≈ pθ (z|x), where φ, is a set of real values that
parametrizes q.

pφ (x) =
∫

pθ (ẋ|z) pθ (z) dz (8)

where p (x) is the probability of the input data x, pθ (x) is a parametrized probability of input data
x, pθ (z) is a parametrized probability of latent space z, pθ (ẋ|z) is a parametrized probability of
reconstructed data ẋ given latent space z, and qφ(z|x) is an approximated posterior of latent space
z given input data x.

Therefore, training the Conv-VAE entails finding a good probabilistic autoencoder by crafting the
encoder part to calculate the conditional likelihood distribution qφ (z|x) , and designing the decoder
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part to approximate the posterior distribution pθ (ẋ|z), as shown in Fig. 5. This way, the parameters
θ and φ will be co-optimized to reduce the probabilistic reconstruction error between the input and
generated data, and qφ (z|x) will be as close as possible to pθ (z|x) . The mean squared error is used to
compute the reconstruction loss, whereas the KL divergence, DKL(pθ (ẋ|z) ||pθ (z)), is used to compute
the difference between the probability distributions of q and p over the same variable x by squeezing
qφ (z|x) under pθ (z|x). (Algorithm 1) is used to implement the aforementioned training process of the
Conv-VAE network.

Figure 5: Implemented Conv-VAE model structure

We used one-dimensional, two stages of convolution and max pooling from the encoder side and
the reciprocal structure—unpooling and deconvolution layers—in the decoder part, when modeling
the Conv-VAE, as shown in Fig. 5. A kernel size of 4 with a feature space depth ranging from 8 to
32 channels for the encoder and the reverse was used for the decoder part. The stride and padding
sizes were determined through trial and error to conform to the dimensionality requirements of the
intermediate layers without compromising performance. We also added dropout with a probability of
0.3 per hidden layer to address the overfitting problem and trained the network for 100 epochs using
the Adam optimizer with a learning rate of 1e−4.

Algorithm 1: Training the Conv-VAE model
1. Input : input data (xk), number of epochs (N) , loss function (L);
2. Output : encoder qφ (z|x) , decoder pθ (ẋ|z) , threshold;
3. Parameters : Wi, bi (weight and bias matrix)
4. Dataset (Batchloading): D
5. Initialize all weights;
6. For iteration 1 to N do :
7. For all xi ∈ D do :
8. z(i) ← qφ (z|x) (Eq. (7))
9. ẋ(i) ← pθ(ẋ|z)
10. Lrec ← L

(
ẋ(i), x(i)

)
(Eq. (6))

(Continued)
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Algorithm 1: Continued

11. KLD ← DKL(pθ (ẋ|z) | ∣∣pθ (z)
)

(Eqs. (6), (8))
12. total_loss ← Lrec + KLD
13. backpropagate the total loss and update weights;
14. end for
15. end for

4.2 LSTM Variational Autoencoder (LSTM-VAE) Modeling
The LSTM-VAE is modeled in the same way and with the same objective as the Conv-VAE,

reducing the probabilistic reconstruction error between the input and generated data and bringing the
distribution of qφ (z|x) as close as possible to pθ (z|x), using the mean squared error and KL divergence
loss, respectively, as shown in Fig. 6. (Algorithm 2) is used to train two LSTM cells in each encoder and
decoder part. The training process is same as of the algorithm 1 with slight difference in the trainable
parameters (line 3 and 7–10). Similarly, we added dropout with a probability of 0.3 after each hidden
layer to address the overfitting problem. Finally, we trained the network for 100 epochs using the
Adam optimizer with a learning rate of 1e−5.

Figure 6: Implemented LSTM-VAE model structure

Algorithm 2: Algorithm for training the LSTM-VAE model
1. Input : input data (xk), number of epochs (N) , loss function (L);
2. Output : encoder qφ (z|x) , decoder pθ (x|z) , threshold;
3. Parameters : Wf , Wc Wi, Wo, bf , bc, bi, bo (Eqs. (2)–(5))
4. Dataset (Batchloading): D
5. Initialize all weights;
6. LSTM cell input output :
7. Initialize ho and co = 0;

(Continued)
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Algorithm 2: Continued
8. Calculate f t, ct, it

9. Update cell state ct (Eq. (2))
10. Calculate output ot and ht (Eqs. (4), (5))
11. For iteration 1 to N do :
12. For all xi ∈ D do :
13. z(i) ← qφ (z|x) (Eq. (7))
14. ẋ(i) ← pθ (x|z)
15. Lrec ← L

(
ẋ(i), x(i)

)
(Eq. (6))

16. KLD ← DKL(pθ (x|z) | ∣∣pθ (z)
)

(Eqs. (6), (8))
17. total_loss ← Lrec + KLD
18. backpropagate the total loss and update weights;
19. end for
20. end for

4.3 Computing Anomaly Threshold
In a classical approach, anomaly detection is performed by finding the best representative

corresponding conditional likelihood distribution qφ (z|x) for the normal data points and categorizing
any input that does not follow the distribution as anomalous. The probabilistic reconstruction loss
of any unseen data point will be larger than that of a benign data point. Therefore, the model can
easily recognize anomalous data points as outliers by setting a threshold for the reconstruction loss.
However, such an approach will suffer from a high rate of false alarms and performance degradation
if insufficiently modeled. Furthermore, the convergence of various heterogeneous environments in the
IoBE makes things worse, as it is likely that the underlying detection models will experience numerous
unmodeled behaviors. To address this problem, we devised an optimal threshold computation module
that generalizes and computes the anomaly threshold to effectively discriminate between anomalous
and benign traffic. This was performed using an ensemble of total probabilistic losses from both Conv-
VAE and LSTM-VAE, as shown in Fig. 7.

Figure 7: Proposed optimal threshold computation model

(Algorithm 3) is used to compute the anomaly threshold in the training phase and to determine
the representative probabilistic total loss for each data point in the testing phase. In the training phase,
the anomaly threshold for each model (T1, T2) is computed based on their respective loss distributions
Ldis−1, Ldis−2, (Algorithm 3, line 3). We used the Z-score with two-sigma (95%) to set a threshold (T1, T2),
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and the maximum of these values, max (T1, T2), is set to be the optimum threshold T (Algorithm 3,
line 14–16). In the testing phase, a minimum of the corresponding probabilistic final loss from each
model, min (L1, L2), is computed and compared with the optimum threshold, T , to identify anomalies
(Algorithm 3, line 18–20). L1 and L2 are the corresponding final losses computed by both probabilistic
autoencoders, that is, Lfin−1 and Lfin−2, respectively. The best representative loss for each data point is
compared with the optimum threshold for the anomaly decision in the training phase (Algorithm 3,
line 23).

Algorithm 3: Algorithm for optimal anomaly threshold
1. Input: input data (xk), trained model (Mi) , loss function (L) , N ;
2. Output : Losses, optimum threshold

(
Topt

)
,representative loss (Lbest);

3. Dataset (Batchloading): D
4. Model = Evaluation mode;
5. #Comput the optimum threshold (training phase):
6. Gradient propagation = False;
7. For iteration 1 to N do :
8. For all xi ∈ D do :
9. totalloss ← Mi(xi)

10. end for
11. end for
12. For all i ∈ Mi do:
13. Ldis−i ← loss distribution (total_lossi)

14. Ti ← 95%(Ldis−i)

15. end for
16. Topt ← max(Ti)

17. #Finding the best representative loss (testing phase):
18. For all i ∈ Mi do:
19. For all xi ∈ D do :
20. Lfin−i ← Mi

(
xi

)

21. end for
22. end for
23. Lbest ← min

(
Lfin−i

)

5 Implementation

5.1 Experimental Setting
The model was implemented in the Python programming language using the PyTorch framework

and Jupyter Notebook. Table 3 shows our development environment. The implementation environ-
ment and experimental setup explained in this section also works for other network intrusion detection
datasets such as NSL-KDD.

The model was trained using the Adam optimizer along with other fine-tuned hyperparameters
such as training epochs, batch size, learning rate, and loss. The mean square error (MSE) was used
to measure the probabilistic reconstruction error, as the latent space vector of our models follows a
Gaussian distribution. A binary cross entropy (BCE) loss would have performed better in a latent
space vector with a multinomial distribution (such as classification tasks). We used a mini-batch
training approach in which the optimizer updated the weight matrix for each input data, but the
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gradient was reset for each mini-batch computation. We used the probabilistic reconstruction error
and KL divergence loss to evaluate the model using the validation data for each epoch during the
training phase. Fig. 8 illustrates the overall training process of the proposed solution (excluding the
optimum anomaly threshold computation process). Furthermore, the dataset was split into training,
validation, and test groups for evaluation. We first split the dataset into 80% training and 20% testing
sets, and then separated only the normal traffic from the training set for model training. Finally, the
model’s performance was evaluated by measuring the accuracy, precision, recall, and F1-score from the
results of a single run on the test dataset. Further elaboration on the evaluation matrices is provided in
Section 4.3.

Table 3: Development environment

Components Specification

Operating system Windows 10 Pro
CPU Intel(R) Core (TM) i7-4790K CPU @

4.00GHz x64-based processor
GPU NVIDIA GeForce GTX 1060 6 GB
RAM (random access memory) 32 GB DDR4 RAM
Machine learning framework PyTorch
Programming environment Jupyter Notebook with Python 3

Figure 8: Overall training process of the proposed solution (excluding the optimal threshold compu-
tation process)
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5.2 Dataset
As explained in Section 2.3, the IoBE is a blended environment in which various technology

sectors converge to form an indivisible whole. To prepare a proof-of-concept for our proposed work,
we needed a dataset that was created considering such a converged environment. However, obtaining
a comprehensive dataset was challenging. Therefore, we chose to use the ToN_IoT dataset, which
is closer to our requirements, as it was collected under conditions that partially resemble those of
the IoBE. The dataset was collected from heterogeneous data sources including IoT and Industrial
IoT (IIoT) sensors telemetry data, network traffic, and operating system logs, (Windows 7, Windows
10, Ubuntu 14 TLS and 18 TLS) [48,49]. A new testbed including IoT and IIoT networks was
created to resemble the realistic heterogeneity of medium scale Industry 4.0, based on the interaction
between network elements and IoT/IIoT systems with the three layers of Edge, Fog, and Cloud
[50]. Furthermore, the dataset encompasses numerous normal and cyber-attack events against web
applications, IoT gateways, and computer systems collected from network traffic, Windows audit
traces, Linux audit traces, and telemetry data of IoT services. The Train_Test_Network dataset was
used to train and evaluate the proposed model [51]. The distribution and other statistical information
of the dataset are discussed in Section 5.3 along with discussing the preprocessing operation.

5.3 Preprocessing
Preprocessing encompasses numericalization, encoding, and normalization. The numericalization

and encoding steps are used to convert all non-numerical (categorical) features into numbers and
later to binary features using a one-hot encoding technique. Similarly, the normalization step is
used to mitigate the impact of scale variation across different features in the dataset; thus, features
with large values do not influence the outcome. This step is performed using a standard scaler. The
Train_Test_Network_dataset contains 461,043 records, of which 300,000 are labeled as “normal” and
161,043 are labeled as “anomalous” Table 4. Furthermore, the anomalous category includes attacks
such as backdoors, DDoS, DoS, injection, ransomware, and scanning, including numerical and cate-
gorical features. Fig. 9 illustrates the distribution of attack types in the Train_Test_Network_dataset.

Table 4: Attack distribution in the Train_Test_Network_dataset

Network dataset Total Normal Anomalous

All network data 22,339,021 796,380 21,542,641
Train and test data 461,043 300,000 161,043

The one-hot encoding process takes a matrix of integers, denoting the values taken by categorical
features, and converts them into n-dimensional vectors of binary code, where the value of “n” is
determined by the total number of attributes in the categorical feature. It is assumed that the input
features take values within the range (0, n). Therefore, we first encode the features into labels and then
transform every category into a number. For example, the single feature “http_version” is encoded
into two features using one-hot encoding. As shown in Table 5, there are 24 categorical features in
the dataset; the maximum number of distinct attributes per feature is 74, and the minimum is 2.
Therefore, after applying one-hot encoding, the total number of features becomes 252, of which 233
are categorical features and the rest are numeric features.
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Figure 9: Histogram of attack data points in TON_IoT dataset

Table 5: Categorical feature distribution in the TON_IoT dataset

Categorical feature Number of categories Categorical feature Number of categories

proto 3 ssl_issuer 5
service 10 http_trans_depth 11
conn_state 13 http_method 4
dns_AA 3 http_uri 74
dns_RD 3 http_version 2
dns_RA 3 http_user_agent 36
dns_rejected 3 http_orig_mime_types 3
ssl_version 4 http_resp_mime_types 10
ssl_cipher 6 weird_name 12
ssl_resumed 3 weird_addl 4
ssl_established 3 weird_notice 2
ssl_subject 6 ssl_issuer 5

The normalization step is performed using a standard scaler, which scales the data to unit
variance by making the mean equal to zero following the standard normal distribution. This type
of normalization technique is useful for features that follow a normal distribution. Each point x of the
input data was converted to the equivalent point in a standard normal distribution z, using Eqs. (9)
and (10).

z = x − μ

δ
(9)

δ =
√∑

(xi − μ)2

N
(10)
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where δ, N, xi, and μ denote the standard deviation, feature size, data point, and mean of the intended
features, respectively.

5.4 Evaluation Matrix
An experiment was conducted to investigate the performance of the proposed work in two ways:

(1) by conducting an experiment on a dataset collected from an environment that closely resembles the
IoBE (the ToN_IoT dataset), and (2) by evaluating its performance against a single autoencoder-based
network intrusion detection methods. Performance metrics including accuracy, precision, recall, and
F1-score were used to evaluate the overall performance of the proposed approach. The formulae used
to calculate each performance matrix are given in Eqs. (11)–(14), respectively.

Accuracy = TP + TN
TP + FP + FN + TN

(11)

Precision = TP
TP + FP

(12)

Recall = TP
TP + FN

(13)

F1 Score = 2 ∗ (Recall ∗ Precision)

Recall + Precision
(14)

In this context, true positive (TP) is the number of correctly labeled anomalous traffic samples,
true negative (TN) is the number of correctly labeled normal traffic samples, false positive (FP) is the
number of incorrectly labeled anomalous traffic samples, and false negative (FN) is the number of
incorrectly labeled normal traffic samples.

6 Results and Discussion

6.1 Model Training Performance
In the training phase, inefficient model parameter definitions such as hyperparameter tuning,

including learning rate, dropout probability, number of layers, and optimizer type, significantly affect
the model performance. Over tuning results in overfitting to the training set, whereas under tuning
results in poor performance. The training phase can be formulated as a multi-objective optimization
problem where the objectives are to determine the optimal solution for the aforementioned model
parameters. However, because this problem has no distinct solution, most researchers use an iterative
searching approach, such as grid searching, to select the best candidates among a predefined set of
values. The dropout probability randomly sets the portion of disconnecting neurons whenever applied,
whereas the learning rate defines the optimal rate at which the model should minimize the difference
between the ground truth and the expected outcome. The Adam optimizer is a popular and almost
parameter-free optimization function that allows the learning rate to adapt over time. However, the
initial learning rate must be set to avoid divergence.

After conducting rigorous experiments, we found two different sets of the best model parameters
for both Conv-VAE and LSTM-VAE. The differences between the sets are probably due to the
underlying variabilities in the model structure. The optimal dropout probability, number of layers,
and learning rate for the Conv-VAE model were found to be 0.5, 3 per encoder-decoder, and 1e−4,
respectively. The corresponding values for the LSTM-VAE were found to be 0.3, 3 per encoder-
decoder, and 1e−5, respectively. Consequently, both models appeared to follow a satisfying trajectory
in both the training and validation phases, as illustrated in Fig. 10. In both cases, the validation
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loss almost followed the trajectory of the training loss curve, which implies high precision of the
hyperparameter tuning process, as shown in Figs. 10b and 10c.

Initially, we set an equal learning rate for both models, and the process continued to perform well
until we re-evaluated the models by increasing the number of training epochs (from 100 to 300). In
this case, the LSTM-VAE model frequently experienced a sudden divergence after a long convergence
duration, whereas the Conv-VAE model continued to perform well. The problem was resolved by
setting the dropout probability to 0.5 and minimizing the learning rate by a factor of 10 for the LSTM-
VAE. Despite the longer training duration, the small learning rate helped the LSTM-VAE model to
learn a better set of weights for the given input data space, as shown in Fig. 10c. However, the Conv-
VAE smoothly converged, starting from a significantly larger loss, as shown in Figs. 10a and 10b.

Figure 10: Loss vs. number of epochs: (a) training loss of Conv-VAE vs. number of epochs; (b) training
and validation loss of Conv-VAE vs. number of epochs; (c) training and validation loss of LSTM_VAE
vs. number of epochs

6.2 Optimal Threshold Computation
Despite the underlying heterogeneity, both models converged to approximately similar loss values

from different starting points. Similarly, both models exhibited interesting characteristics for modeling
the distribution of the input data space. These two points motivated us to use an ensemble of both
heterogeneous models to address the dynamic behavior of the IoBE. The corresponding histogram
of model loss on benign test data points indicates that both models follow a normal distribution, as
shown in Figs. 11a and 12a. Therefore, we set the anomaly threshold value for both models by using
the Z-score rule with two-sigma (95%). Fig. 11a illustrates the test loss distribution of normal data
points for Conv-VAE, whereas Fig. 12a illustrates the corresponding results for LSTM-VAE.

In contrast, the corresponding histogram of the model loss for the test data containing only attack
data points shows that both models follow different distributions, as shown in Figs. 11b and 12b. The
Conv-VAE model appears to follow a multimodal log-normal distribution, whereas the LSTM-VAE
appears to follow a flipped multimodal log-normal distribution. As illustrated in Figs. 11 and 12, both
models performed well in separating the corresponding distribution of benign (test) and attack (test)
data points with minimal overlapping. The greater the overlap, the poorer the model performance.
The exhibited multimodality indicates that both networks perform well in modeling different attack
types. However, the most important point is that both models exhibited almost the exact mirror of
the distribution, log-normal, and flipped log-normal. This is an interesting point, as it indicates that
both networks are clearly specialized in the process of modeling different attacks. Identifying the exact
sets of attacks for which the models are more specialized requires further experimental analysis with



3280 CSSE, 2023, vol.46, no.3

sufficient model explanation, particularly using explainable artificial intelligence (XAI) frameworks.
However, from a general point of view, we observe that combining both networks will help detect
various types of attacks, which is the fundamental requirement for effective blended threat detection
in the IoBE.

Figure 11: Loss distribution of Conv-VAE: (a) benign test dataset; (b) anomalous test dataset

Figure 12: Loss distribution of LSTM-VAE: (a) benign test dataset; (b) anomalous test dataset

We tested the classification performance of the proposed solution by changing the problem space
to a supervised problem. This was performed by making the model predict a correct label for the
underlying test dataset. The proposed ensemble threshold computation module calculated the optimal
threshold for the anomaly decision and the corresponding best representative total loss for each test
data point. The anomaly classification was then performed by comparing these two values. In this
way, we evaluated the model performance based on the classification recall, F1-score, accuracy, and
precision results, as shown in Table 6. Furthermore, we evaluated the model performance based on
the receiver operating characteristic (ROC) curve. The proposed solution demonstrated remarkable
performance by producing a larger area under the curve (AUC), as shown in Fig. 13. The ROC-AUC
curve was generated using the true label of the test set and the corresponding best representative
loss for each data point. A larger AUC indicates better model performance in minimizing the false
positive rate. Moreover, we conducted a performance comparison with various single autoencoder-
based network intrusion detection approaches: autoencoder, variational autoencoder, convolutional
variational autoencoder, and long short-term memory autoencoder. The results indicated that the
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proposed model outperformed all the models, demonstrating F1-scores 3.99%, 1.95%, 1.92%, and
2.69% greater than those of the respective models, as shown in Table 6.

Table 6: Performance comparision with NIDS based on single model (autoencoder)

Category Precision Recall F1-score Accuracy

AE 0.98 0.89 0.93 0.91
VAE 0.95 0.95 0.95 0.93
CVAE 0.98 0.93 0.95 0.94
LSTM_VAE 0.98 0.91 0.94 0.92
Proposed E-HAE model 0.99 0.94 0.97 0.96

Figure 13: ROC curve of the proposed approach

7 Conclusions

As previously described, blended threats can explore various attack surfaces in the IoBE, in which
many technology sectors converge, exploiting the respective security vulnerabilities in the environment.
Furthermore, such attacks exhibit strong intrinsic mutual effects with each other. A threat detection
and identification system developed by considering such an environment is the primary step that must
be taken to mitigate blended threats. Therefore, in this paper, we presented an intrusion detection
system for the IoBE, using an ensemble of heterogeneous autoencoders to mitigate the possible impact
and dimensionality of the new attack surfaces resulting from the convergence of different technology
sectors. An extensive experiment was conducted on ToN-IoT network intrusion detection datasets, in
which the proposed solution achieved 96.02% detection accuracy. Furthermore, we conducted a per-
formance comparison against various single model (autoencoder)-based network intrusion detection
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approaches: autoencoder, variational autoencoder, convolutional variational autoencoder, and long
short-term memory variational autoencoder. The proposed model outperformed all compared models,
demonstrating F1-score improvements of 4.99%, 2.25%, 1.92%, and 3.69%, respectively. In the future,
we plan to further enhance the proposed solution by exploiting the model decision space using XAI
frameworks. Furthermore, we plan to extend the proposed solution to blended threat identification
and response.
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