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Abstract: The deep learning models are identified as having a significant
impact on various problems. The same can be adapted to the problem of brain
tumor classification. However, several deep learning models are presented
earlier, but they need better classification accuracy. An efficient Multi-Feature
Approximation Based Convolution Neural Network (CNN) model (MFA-
CNN) is proposed to handle this issue. The method reads the input 3D
Magnetic Resonance Imaging (MRI) images and applies Gabor filters at
multiple levels. The noise-removed image has been equalized for its quality
by using histogram equalization. Further, the features like white mass, grey
mass, texture, and shape are extracted from the images. Extracted features
are trained with deep learning Convolution Neural Network (CNN). The
network has been designed with a single convolution layer towards dimen-
sionality reduction. The texture features obtained from the brain image have
been transformed into a multi-dimensional feature matrix, which has been
transformed into a single-dimensional feature vector at the convolution layer.
The neurons of the intermediate layer are designed to measure White Mass
Texture Support (WMTS), Gray Mass Texture Support (GMTS), White Mass
Covariance Support (WMCS), Gray Mass Covariance Support (GMCS), and
Class Texture Adhesive Support (CTAS). In the test phase, the neurons at the
intermediate layer compute the support as mentioned above values towards
various classes of images. Based on that, the method adds a Multi-Variate
Feature Similarity Measure (MVFSM). Based on the importance of MVFSM,
the process finds the class of brain image given and produces an efficient result.
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1 Introduction

Human society faces different health challenges. Several diseases are identified every year. Among
them, most of the diseases are seasonal, but some of them are not. Also, most infections are curable
by providing a set of treatments. However, a few diseases are identified as dangerous and harmful to
health. Brain tumors are the most challenging diseases that have been identified and affect the health
of humans. It has been recognized by monitoring and analyzing the brain images captured by several
devices like Cathode Tomography (CT) and MRI.

The brain is the master component of the human body that controls the activity of the entire
human body. It is identified as a collection of cells or neurons that have specific operations. It has been
occupied by limited space in the skull. The presence of tumors in the brain is identified by identifying
the presence of foreign bodies in and around the brain cells. The tumor is generally classified as
malignant or benign, where malignant shows cancer cells, but harmless shows just damaged cells.

The tumor starts from specific cells in the brain and migrates to other cells as metastatic. The
tumor will spread to the spinal cord in a few cases. A brain tumor diagnosis is performed by capturing
CT and MRI images of the head, spine, and brain. In some patients, the cancer tumor will also
spread to the spinal cord. Brain cancer treatment will depend on the size or type of tumor and its
growth. Treatment includes surgery, radiation therapy, chemotherapy, targeted biological therapy, or
a combination there of.

The presence of a brain tumor is identified by using several techniques. Still, the applications of
image processing techniques are enormous, and they have been adapted for several problems. Several
approaches are available and adapted to brain tumor image classification problems. Clustering and
segmentation techniques, for example, are widely applied to the problem of brain image classification.
Support Vector Machines (SVM), Neural Networks (NN), Convolution Networks, and Decision Trees
(DT) are used on several occasions for image classification. Still, the classification performance is
greatly based on the method of similarity measurement and the features used.

Deep learning models have recently been identified as solutions to classification problems. It
supports high dimensionality, big data, and dimension reduction. The robust support system would
use images from various regions and patients for brain image classification. This increases the volume
and size of images, which challenges the classification process. The deep learning models are better at
handling such big data with higher dimensionality.

The brain tumor is named an anomaly, representing a tumor’s presence in the brain cells. This
research focuses on anomaly detection, which may lead to cancer or any death-causing disease. The
detection of such an anomaly has the potential to reduce the radiologist’s workload. Attention deficit
and learning disorders, autism, brain tumors, cerebral palsy and movement disorders, epilepsy, and
sleep disorders can all cause such anomalies. These anomalies can be found through many imaging
techniques like CT or MRI images.

This article discusses a novel multi-feature approximation-based brain tumor classification
approach with CNN. The problem of brain image classification can be handled by approximating
feature values of various features towards different classes of the brain image. The method is focused on
considering various features like grey mass, white mass, texture, and shape features. By approximating
the values of such features, the process would compute the value of the Multi Variant Feature
similarity Measure (MVFSM), which has been measured by computing White Mass Texture Support
(WMTS), Gray Mass Texture Support (GMTS), White Mass Covariance Support (WMCS), Gray
Mass Covariance Support (GMCS), and Class Texture Adhesive Support (CTAS). The value of
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MVFSM has been used in identifying the class of brain images. The detailed approach is discussed in
detail in this section.

2 Related Works

Researchers recommend several approaches for brain tumor classification and anomaly detection.
Such methods for brain image classification are detailed in this section.

The tumors in T1-weighted contrast-enhanced MRI images are approached with a CNN-based
model, which preprocesses the images using CNN and extracts features to perform classification [1]. To
improve the classification accuracy, a Deep CNN-based model is presented, which finds and predicts
the status of gliomas at different mutations [2]. In [3], an IoT-based deep learning model is adapted for
detecting brain tumors. It combines CNN and Short Term Memory (CNN-LSTM) in extracting the
features and classifying them into various classes. In [4], the author presents a metastasis segmentation
scheme with a CNN model classification, which segments the image for metastases, and CNN is used
towards classification. A multi-scale CNN model is presented for Gilomas brain tumor classification,
which preprocesses the image by applying the intensity normalization technique and enhances the
image contrast. Further, the image features are trained with the 3d network, and data augmentation
schemes are used for brain image classification [5].

A novel semantic segmentation-based classification model with CNN is presented to support the
classification of brain cells and images in [6], which segments the image according to the semantic
segmentation network and classifies the image using Googles-Net. Similarly, a DCNN-based tumor
segmentation and classification scheme with SVM is named (DCNN-F-SVM). The network is trained
with the features initially, and the predicted values of samples are used for classification with the SVM
[7]. In [8], a deep auto-encoder-oriented classification model is presented, which uses spectral data
augmentation. The method applies Discrete Wavelet Transform (DWT) in data reduction and extracts
the features for classification.

The classification problem is approached with CNN in [9], which enhances the image by equalizing
the histogram and segments the image using U-Net. Furthermore, the classification is performed
using the 3D-CNN model. In [10], the author presents a detailed review and identifies the several
challenges in classifying brain images into various classes. In [11], the author introduced a minutiae
propagation-based forgery detection scheme which classifies the fingerprint images according to the
minutiae features like joints, bifurcation, etc. Forgery detection has been performed according to
the features extracted [12] presents an efficient approach for classifying brain images that apply
DWT in normalizing the image. Further, principle component analysis is applied towards feature
selection where classification is performed with Feed Forward Neural Networks (FF-ANN) and Back-
Propagation Neural Networks (BPNN). The classifiers have been used to classify subjects as normal
or abnormal MRI brain images. In [13], the author presented a human face detection and recognition
scheme which uses contour features and performs classification according to the similarity of the
contour features.

In [14], an artificial intelligence-based tumor classification approach is discussed, which normal-
izes the brain image and applies an (Advanced Driver Assistance Systems) ADAS optimization func-
tion with Deep CNN towards classification. In [15], a multi-source correlation network is presented
to learn the multi-source correlation towards handling missing data in brain image classification. The
model uses a multi-source correlation network that understands the correlated features to improve the
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segmentation, which improves the classification performance. In [16], a Generative Adversarial Net-
work (GAN)-based augmentation technique called BrainGAN is discussed, automatically checking
the augmented images for the presence of brain tumors.

In [17], a deep learning model called DenseNet 201 is presented, which has been combined with
Support Vector Machines (SVM). In [18], they focused on classifying images against three classes of
tumors, which adopt the concept of deep transfer learning and use a pre-trained GoogLeNet to extract
features from brain MRI images. According to the features extracted, classification is performed
with traditional classifiers. The problem of brain image classification is approached with a multi-
view dynamic fusion framework in [19], which constructs a deep neural network with the outcome
of segmentation results.

In [20], they use a pre-trained deep CNN model and propose a block-wise fine-tuning strategy
based on transfer learning. In [21], an efficient automated segmentation mathematical model is
presented over a Deep Neural Network, which uses U-Net in segmenting the images to support
classification. In [22], they apply transfer learning techniques towards brain tumor classification, which
trains the features with CNN, and classification is performed with SVM. In [23], an efficient Optimized
Threshold Difference (OTD) and Rough Set Theory (RST) based automatic segmentation model is
presented. The ROI is detected with a two-level segmentation algorithm. Features are extracted from
the segmented images using the Gray-Level Co-occurrence Matrix (GLCM). RST is employed with
the extracted features towards classification. A Bat with Fuzzy C-ordered Means (BAFCOM) based
approach is discussed in [24] towards classifying the brain images. A Mutual Information Accelerated
Singular Value Decomposition (MI-ASVD) model is presented in [25], which produces Grey-Level
Run-Length Matrix (GLRLM), texture, and color intensity features towards classification with a
neural network.

All the above-discussed approaches fail to achieve the expected accuracy in classifying the brain
images against the different classes considered.

3 Multi-Feature Approximation with CNN-Based Brain Tumor Classification Model (MFA-CNN)

The proposed multi-feature white mass similarity-based brain tumor classification model starts
with the input 3D MRI images and applies Gabor filters at multiple levels. The application of the
Gabor filter eliminates the noise introduced by the capturing device. Further, the quality of the image
is improved by equalizing the histogram. The grey and white mass features, the tumor’s texture, and
the tumor’s shape features are extracted from the improved image. Such features that are removed
are trained with the convolution neural network. The neurons estimate White Mass Texture Support
(WMTS), Gray Mass Texture Support (GMTS), White Mass Covariance Support (WMCS), Gray
Mass Covariance Support (GMCS), and Class Texture Adhesive Support (CTAS). Using these values,
the method computes Multi Variant Feature Support Measure (MVFSM) to identify the class of brain
image given. The detailed approach is discussed in this section.

The MFA-CNN model architecture is presented in Fig. 1, and the functional modules are
described in detail in this section.
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Figure 1: MFA-CNN model architecture

3.1 Preprocessing
The brain image data set has been used for training and testing. At this stage, the method reads

the brain image and applies the Gabor filter at multiple levels. Applying the Gabor filter eliminates the
noise from the image and applies histogram equalization. The histogram equalization process improves
the quality of the image, which supports classification accuracy.

Preprocessing Algorithm:
Given: Brain Image Bimg
Obtain: Preprocessed Image Pimg.
Start

(Continued)
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Preprocessing Algorithm: Continued
Read Brain Image Img

Initialize Gabor Filter GF =
levels

Initialize (GF , Coefficients)
i = 1

(1)

For each level l

Bimg =
Level

GF (Bimg, l, GF(l).Coefficients)
i = 1

(2)

End

Find Gray Histogram GH =
256∑

Bimg (i) .Gray == i&&Bimg(i).gray�GH
i = 1

(3)

For each value of GH
Compute standard deviation and probability of distribution Pdf.
Pimg = Equalize the image according to Pdf.

End
Stop

The preprocessing scheme reads the brain image and applies the Gabor filter at multiple levels of
the picture. Further, to improve the quality of the image, the histogram of the image is equalized.

3.2 Feature Extraction
The features of the brain image are extracted in multiple forms. First, the method applies the Gray

Threshold Segmentation technique to perform this. The Gray threshold segmentation approach first
identifies the maximum white pixel value according to the histogram generated. From the histogram
values, the top 3 levels are selected from the histograms. Now, according to the importance of the
histogram and the greyscale, the method groups the pixels to perform segmentation. The method
extracts the shape, texture, white mass, and grey mass values from the segmented region. Extracted
features are used to train the network and to perform brain image classification.

Feature Extraction Algorithm:
Given: Brain Preprocessed Image Bpimg
Obtain: Feature Vector Fv
Start

Read Brain preprocessed image Bpimg.
Histogram H = Gray Histogram (Bpimg)

Gray Threshold GT =
size (H)

MaxThree (H (i))
i = 1

(4)

For each pixel pi
If Bpimg(pi) < MaxThree then

Add to cluster 2
Else

Add to cluster 1.
(Continued)
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Feature Extraction Algorithm: Continued
End

End
Simg = Generate segmented image.
Shape s = Extract shape feature from Cluster1.
Texture T = Extract texture feature from Cluster 1.

Extract gray mass Gm =

size (s)∑
s(i).grayvalue < MaxThree (2)

i = 1

size (s)
(5)

Extract white mass Wm =

size (s)∑
s(i).grayvalue > MaxThree (2)

i = 1

size (s)
(6)

Generate Feature Vector Fv = Gm, WM, S, T.
Stop

The feature extraction scheme discussed above explains the ways of feature extraction applied to
the brain image. The method uses the grey threshold segmentation technique, which groups the pixels
according to the grey scale values. The process extracts the shape and texture features to generate
the feature vector according to the segmentation result. A generated feature vector has been used to
perform brain image classification.

3.3 CNN Training
The problem of brain image classification is approached according to the deep learning model.

The proposed model with CCN has several convolution layers and pooling layers. It has three layers
for convolving the features and three for pooling them. First, the method generates the neural network
with a specified number of layers. First, the features of the image are extracted according to the feature
extraction model given.

Further, the shape and texture features are fed through the model design, which applies convolve
and max-pooling operations to reduce shape and texture features. Both texture and shape features
are reduced in their dimension and converted into one-dimensional arrays with a size of 11000. Such
reduced features are given to the neural network layers of neurons. Each brain image of various classes
is convolved and given to the neurons at the training phase, which is also combined with the grey and
white mass values. Such a trained network has been used to perform testing in the classification phase.

Algorithm:
Given: Brain Image Set Bis
Output: CNN
Start

Read brain image set Bis
For each image Img

(Continued)
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Algorithm: Continued
Pimg = Preprocessing (Img)
Fs = Feature Extraction (Pimg)

End
Initialize neural network CNN with eight layers.
For each class c

Generate neuron N.
Initialize N = {Fs}

End
For each layer l

If Conv then
Convolve feature F = Convolve (F, Filter size, No of filters)

Else If pooling then
Feature F = Maxpool (F, Filter size, No of filters)

End
End

Stop

The above discussed represents how the CNN training has been performed. The model extracts
the features and initializes the network. According to the network, the method applies convolution
and pooling to reduce the size of the feature vector to support the classification problem. The process
involves the filters in varying numbers from 32 to 128. This reduces the size of features to a great extent,
whereas the size of the filter is the same at each level.

3.4 Testing Phase
The testing phase covers most of the procedure, which reads the input test image and preprocesses

the image to eliminate the noise and improve the image quality. As the MRI image is three-layered,
the method extracts the features of the image as shape, texture, and mass values. Further, the process
applies convolution and max pooling by using different filters, which reduce the size of features and
convert them into a single array of a thousand indexes. The neurons at the intermediate layer compute
the values of White Mass Texture Support (WMTS), Gray Mass Texture Support (GMTS), White
Mass Covariance Support (WMCS), Gray Mass Covariance Support (GMCS), and Class Texture
Adhesive Support (CTAS). Using these values, the method estimates the Multi-Feature Similarity
Measure (MFSM). Based on the importance of MFSM, a single class is identified and labeled as a
result. According to the value of MFSM, the method classifies the input test image.

Consider the test image given as T. Then the features extracted are Tf, Sf, Gm, and Wm, where Tf
is the texture feature, sf is the shape feature, Gm is the grey mass, and Wm is the white mass value. Also,
the testing scheme trains the network with convolution and produces a single feature vector Fv of size
11000 by applying different convolution and pooling operations. The method estimates the weight of
the given test image in the testing phase. With the weight measures, the process uses the feature vector
generated. Now, the method computes the value of similarity in various features for different classes
of brain tumors.

First, the method computes the value of White Mass Texture Support (WMTS) as follows:
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To perform this, first, the method computes White Mass Similarity (WMS) as follows:

Wms =
∑size(C)

i=1 Dist (Wm, C (i) .Wm)

Size (C)
(7)

Now the value of WMTS is measured as follows:

WMTS = WMS ×

size (T)

count(T (i) .value > 240)

i = 1

Size (T)
(8)

Second, the method computes the value of Gray Mass Texture Support (GMTS) as follows:

To measure the value of GMTS, the method first computes the value of grey mass similarity
(GMS) as follows:

GMS =
∑size(C)

i=1 Dist (Gm, C (i) .Gm)

Size (C)
(9)

Now the value of GMTS is measured as follows:

GMTS = GMS ×

size (T)

count (T (i) .value < 200 && T (i) .value > 150)

i = 1

Size (T)
(10)

Third, the method computes the value of Gray Mass Covariance Support (GMCS) as follows:
The value of gray mass covariance support is measured by computing the variance of pixels with

the required value. It has been measured as follows:

GMCS

=

size (C)

Dist
(∑

pixels(C (i) .gray < 200 && C (i) .gray > 150),
∑

T (i) .gray < 200 &&T (i) .gray > 150T (i) .gray < 200 &&T (i) .gray > 150
)

i = 1

size (C)

(11)

Fourth, the method computes the value of White Mass Covariance Support (WMCS).

WMCS =

size (C)

Dist
((∑

pixels(C (i) .value > 200),
∑

T (i) .gray > 200
)

i = 1

size (C)
(12)

First, the value of Class Texture Adhesive Support (CTAS) is measured as follows:

To measure the value of CTAS, the method first computes the TFS (Texture Feature Similarity)
value as follows:

The value of Texture feature similarity (TFS) is measured as follows:
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TFS =

size (C)

size (R)∑ Dist(R (j) .pixel > MaxThree(2), T (j) .Pixel > MaxThree (2))

size (R (j))
j = 1
i = 1

(13)

Similarly, the value of Shape feature similarity (SFS) is measured as follows:

SFS =

size (C)

size (R)(∑ Dist (R (j) .coordinates, T (j) .Coordinates)
size (R (j))

/R
)

j = 1
i = 1

(14)

CTAS = WMCS
GMCS

× TFS
SFS

(15)

Using all these measures, the method computes the value of MFSM as follows:

MFSM =
(

WMTS
GMTS

+ CTAS
)

(16)

According to the value of MFSM, the method classifies the brain tumor image into various classes.

Algorithm:
Given: CNN, Test Sample T
Obtain: Class C
Start

Read CNN and T.
Brain image B = Preprocessing (T)
[Gray Mass Gm, White mass WM, Shape S, Texture T] = Feature Extraction (B)
For each class, C

Compute White Mass Texture Support (WMTS) using Eq. (8)
Compute Gray Mass Texture Support GMTS) using Eq. (10)
Compute Gray Mass Covariance Support (GMCS) using Eq. (11)
Compute White Mass Covariance Support (WMCS) using Eq. (12)
Compute Class Texture Adhesive Support (CTAS) using Eq. (15)
Compute Multi-Feature Similarity Measure (MFSM) using Eq. (16)

End
Class C = Choose the image class with maximum MFSM.

Stop.

The above-discussed algorithm estimates various measures on different features to compute an
MFSM value, based on which a single class with maximum MFSM is selected.
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4 Experimental Results and Analysis

The proposed MFA-CNN model for brain image classification has been implemented in Python.
The method has been evaluated for its performance in various parameters. The process has been
measured for efficiency under multiple parameters using a brain tumor data set. This section presents
the evaluation results in detail.

The details of the data set and tools used to evaluate the performance of the brain image
classification algorithm are presented in Table 1. The Figshare data set has a total of 3064 images
of T1-weighted contrast-enhanced photos belonging to three classes of brain tumors: meningioma,
glioma, and pituitary tumor. The performance is measured on different parameters and presented in
this section.

Table 1: Evaluation details

Parameter Value

Data set Figshare dataset
Number of images 3064
Number of classes 3
Tool Python

The result of segmentation and classification produced by the proposed approach is presented in
Table 2, which exactly classifies the brain images with higher accuracy.

Table 2: Results of Segmentation and Classification

Sl. no Sample Segmented texture Binarized output Label

1 Malignant

2 Benign

(Continued)
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Table 2: Continued
Sl. no Sample Segmented texture Binarized output Label

3 Benign

4 Malignant

5 Benign

6 malignant

7 malignant

(Continued)
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Table 2: Continued
Sl. no Sample Segmented texture Binarized output Label

8 malignant

The performance of methods detecting the anomaly from the brain images of different classes
is measured and presented in Table 3. The proposed MFA-CNN algorithm has produced higher
accuracy in anomaly detection in each brain tumor class.

Table 3: Analysis of anomaly detection accuracy

Anomaly detection accuracy in %

Meningioma Glioma Pituitary

MI-ASVD 84 78 82
BAFCOM 87 84 83
DCNN-F-SVM 91 89 90
MFA-CNN 97 96 97

The accuracy in detecting the anomaly from the 3D MRI image has been presented in Fig. 2,
which measures the performance of various methods and compares them in the above chart. From
the analysis, it is clear that the proposed MFA-CNN model has achieved greater effectiveness than the
rest of the models in detecting the anomaly from the brain tumor image.

Figure 2: Analysis of anomaly detection accuracy
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The ratio of false classification in anomaly detection has been measured for various methods
towards three different classes of tumors and compared in Table 4. In each case, the proposed MFA-
CNN has produced the lowest false ratio compared to other approaches.

Table 4: Analysis of false positive ratio in anomaly detection

False positive ratio in anomaly detection

Meningioma Glioma Pituitary

MI-ASVD 16 22 18
BAFCOM 13 16 17
DCNN-F-SVM 9 11 10
MFA-CNN 3 4 3

The false positive ratio introduced by different methods in detecting the anomaly has been
presented in Fig. 3, where the proposed MFA-CNN model has produced a lower false positive ratio
compared to all the other approaches.

Figure 3: Analysis of false positive ratio

The performance of the methods in terms of time complexity has been measured and presented
in Table 5, where the proposed MFA-CNN has produced less time complexity in all the classes than
other approaches.

The value of time complexity produced by different methods in detecting the anomaly from the
input image has been presented in Fig. 4, where the proposed MFA-CNN classifier has achieved less
time complexity compared to other methods.
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Table 5: Analysis of time complexity

Time complexity in anomaly detection

Meningioma Glioma Pituitary

MI-ASVD 84 82 81
BAFCOM 76 74 73
DCNN-F-SVM 57 55 54
MFA-CNN 49 43 47

Figure 4: Analysis of time complexity in millie seconds

5 Conclusions

This paper presented a multi-feature approximation with the CNN model (MFA-CNN) toward
brain image classification. The method preprocesses the input brain image and extracts various
features from the image. Also, the image has been convolved to reduce the features. The process trains
the network by using the reduced features and features like texture, shape, and mass values of white
and gray. In the testing phase, the same operations are carried out to measure different mass similarity
values on texture, shape, and white mass features. The neurons estimate White Mass Texture Support
(WMTS), Gray Mass Texture Support (GMTS), White Mass Covariance Support (WMCS), Gray
Mass Covariance Support (GMCS), and Class Texture Adhesive Support (CTAS). Using these values,
the method estimates the Multi-Feature Similarity Measure (MFSM). Based on that, the technique
performs brain image classification. The proposed approach improves the performance of brain image
classification and reduces the false ratio with the least time complexity.
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