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Abstract: For Printed Circuit Board (PCB) surface defect detection, tradi-
tional detection methods mostly focus on template matching-based reference
method and manual detections, which have the disadvantages of low defect
detection efficiency, large errors in defect identification and localization, and
low versatility of detection methods. In order to further meet the requirements
of high detection accuracy, real-time and interactivity required by the PCB
industry in actual production life. In the current work, we improve the You-
only-look-once (YOLOv4) defect detection method to train and detect six
types of PCB small target defects. Firstly, the original Cross Stage Partial
Darknet53 (CSPDarknet53) backbone network is preserved for PCB defect
feature information extraction, and secondly, the original multi-layer cascade
fusion method is changed to a single-layer feature layer structure to greatly
avoid the problem of uneven distribution of priori anchor boxes size in PCB
defect detection process. Then, the K-means++ clustering method is used to
accurately cluster the anchor boxes to obtain the required size requirements
for the defect detection, which further improves the recognition and localiza-
tion of small PCB defects. Finally, the improved YOLOv4 defect detection
model is compared and analyzed on PCB dataset with multi-class algorithms.
The experimental results show that the average detection accuracy value of the
improved defect detection model reaches 99.34%, which has better detection
capability, lower leakage rate and false detection rate for PCB defects in
comparison with similar defect detection algorithms.
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1 Introduction

As the industrial industry upgrades and iterates, the emerging 3C products are novel in style
and diverse in variety. PCB is the basic carrier of electronic equipment, on which a large number
of components are placed, and the quality of PCB will directly affect the performance of electronic
equipment. In order to avoid the shortcomings of manual detection, easy fatigue and low efficiency,
Automated Optical Inspection (AOI) based on machine vision has been widely used in industry, As
PCBs types become more complex, the task of detecting and classifying defects is more difficult
than ever [1,2]. Traditional AOI detection of PCBs can be divided into three main streams, including
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the reference comparison method, the non-reference verification method and the hybrid method.
In the reference comparison method, a standard image called a template is prepared, and then the
PCB to be inspected is compared with the template to find out the unknown defects. Although
it is straightforward and easy to use, there are many factors that we must consider, including
unbalanced illumination, inaccurate registration, and large amounts of storage [3,4]. In the non-
reference verification method, the purpose of the method is to find out if the wiring tracks, pads and
holes meet the design requirements without a template. This method does not have the limitations of
reference method.

However, it may have difficulties in detecting large defects. In the hybrid method, the reference and
non-reference methods are combined, and this method will have the advantages of two basic methods,
however, it requires high computational power and suffers from localization position error instability.
Deep learning defect detection algorithm with its strong computational power has a better solution
to the low accuracy, low stability and low real-time and does not require the use of template matching
for PCB defect detection. Moreover, as a novel Nondestructive Testing and Evaluation (NDT&E)
technique, infrared thermography based on thermal diffusion mechanism was widely employed to
monitor several objects [5], among which electronic PCBs. For an optical welding inspection, a
demand-actuated NDT&E can be carried out by using automated in-line systems, including the
selection of suitable cameras, the correction of perspective-based distortion of the images and a suitable
experimental setup [6]. Lock-in thermography is the most used infrared detection techniques owing
to good detection effect and large depth detection ability. Infrared thermal camera can be chosen to
detect the temperature distribution of PCBs under electric loading, and the power loss of components
was used to analyze the temperature distribution. With the development of large-scale integrated
circuits, multi-layer complex structure and multi-type characteristic of PCBs are the major challenge
to accurate detection for lock-in thermography.

At present, there are more defect detection algorithms and outstanding performance, and more
widely used PCB defect detection methods are YOLO series network as the representative of the one
stage defect detection algorithm. The Region Convolutional Neural Network (R-CNN) series serve
as the representative of the second stage defect detection method. The difference between both is
mainly reflected in whether the defect detection task is divided into two categories of classification
and regression, YOLO series detection algorithm with high detection speed and good defect detection
accuracy in industrial detection has a good universal effect, and YOLOv4 defect detection model has
a good balance of defect detection accuracy and detection speed, so we chose it as the PCB defect
detection model [7,8]. However, the original YOLOv4 defect detection model has a high false detection
rate and leakage rate for high-resolution small target defects, which is not a good task for defect
detection in the industrial production process with high accuracy and high detection rate.

Therefore, in this paper, based on the original YOLOv4 defect detection by retaining the original
CSPDarknet53 as the backbone network for defect feature extraction, the multi-layer fusion original
PA-Net module is modified by attention mechanism processing. Multi-layer feature fusion aims to
achieve the integration of global semantic information and underlying location information. The
original three YOLO Head are processed as a whole single output by the above operation, and
the location information, confidence and type required for defect detection are obtained in these
YOLO Head.

In addition, in order to further improve the feature extraction capability of the defect detection
network, the detection effect is further improved by using K-means++ for accurate clustering of
the anchor boxes. Through the above operation processing, the obtained improved YOLOv4 defect
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detection network has a better fusion effect on the high-level semantic information and the underlying
location information. The defect detection model has a better detection performance for small target
defects, and this paper effectively improves the detection accuracy of the detection model for PCB
defect data.

The overall structure of this paper is as follows. In Section 1, the paper details the development
history and status of PCB defect detection technology and presents the advantages and disadvantages
of each type of defect detection technology and the feasibility and effectiveness of the PCB defect
detection study conducted in this paper. In Section 2, the advantages of the required defect detection
model are described in detail and the improvements of the network over previous versions are
presented. In Section 3, the improved network structure is explained detailed.

The contributions of this paper are as follows. At first, the original CSPDarknet53 backbone
network is preserved for PCB defect information extraction, and second, the original multi-layer
cascade fusion approach is changed to a single-layer feature layer structure to greatly avoid the
problem of uneven distribution of anchor boxes sizes during PCB defect detection. Then the K-
means++ clustering method is used to accurately cluster the anchor boxes to obtain the required
size requirements for the defect detection, thus further improving the recognition and localization of
small PCB defects.

2 Related Works

2.1 YOLOv4 Algorithm
The YOLOv4 defect detection network used in this paper mainly consists of a backbone network

layer for defect feature extraction, a Neck part for fusion of semantic information between high and
low layers, and a Head layer for defect identification and localization. The original YOLOv4 backbone
network design idea is mainly based on YOLOv3, where the original Darknet53 and Cross Stage
Partial Network (CSP-Net) are fused to achieve efficient extraction capability for feature information,
and the original pyramid structure for features is modified to Spatial Pyramid Pooling Network (SPP-
Net) structure and Path Aggregation Network (PA-Net) to achieve the fusion of multi-scale features.
Multi-scale problem can be handled with image pyramid, where image is re-scaled to different size.
The above improvement is essentially through the essence that achieving the augmentation of the
perceptual field for defect detection network by SPP-Net and the aggregation process for multipath
network by PA-Net, and retaining the original detection method in YOLOv3 in the defect detection
part of YOLO Head. This research performed the above network improvement to make the network
model with higher detection performance, and it compared to the YOLOv3 method with relatively
good performance.

3 Improved YOLOv4 Network Structure

3.1 Problem Statement
The original YOLOv4 defect detection algorithm maintains the same output structure as YOLOv3

in the defect detection prediction part. These output structures are mainly used to identify and locate
PCB defects with uneven defect area distribution, where the PCB size distribution presents three types
of sizes, including large, medium and small size types. The YOLO series algorithms is more dependent
on reasonable anchor boxes size due to it has good detection results for defects with different sizes
[9–11].
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In practical industrial applications, the data set to be detected is not likely to reach the ideal state
and the defects to be detected are generally of different sizes and randomly distributed in natural state.
And the randomness has an impact on the detection effect of YOLOv4. The clustering algorithm is
used to cluster the data with uniformly distributed defect sizes, and the anchor boxes size obtained by
this operation is more desirable. During the defect detection process, the anchor boxes size obtained
by this operation can detect defects well on almost all output feature layers, which mainly results from
that defect detection size that is within the expected range. However, the key to the detection method
is just a specific state. Therefore, relying on the original anchor boxes dimensions does not meet the
practical needs of PCB defect detection [12,13].

In addition, the distribution of the image size of the defect detection dataset is uneven in this paper,
and the actual size of the various defects types is random, and the size of such defects is generally
as small as one-tenth of the original image size [14]. Through the original clustering algorithm for
the clustering operation of the data in this paper, the size of the obtained anchor boxes cannot be
reasonably assigned to the multi-level output feature layers.

To address the above problems, this paper combines feature fusion and attention mechanism
to realize the output of single-layer feature map and obtains the anchor boxes size by K-means++
clustering algorithm. For the various data in the PCB defect dataset in this paper, the anchor boxes
size assigned to the single-layer feature map has a good match for all types of defect sizes, which solves
the drawback that the anchor boxes cannot be reasonably assigned in the original defect detection
model. This network improvement method has a higher detection effect for the defect detection model
on PCB small target defects. At the same time, compared with the original YOLOv4 network model,
the single output structure is more compact in comparison with the previous three-layer output, and
the parameter size is about 55% of the original model parameters, which has better results for mobile
deployment under the same conditions.

3.2 Feature Fusion
The improved YOLOv4 improvement algorithm retains the original CSPDarkNet53 backbone

network for the feature extraction process, and the original PA-Net fusion method in the feature fusion
stage is unable to obtain detailed feature information for the sample data processed in this paper, which
has a high miss detection rate and false detection rate on PCB small target defect detection. In order
to further improve the recognition accuracy of the PCB defect detection model, this paper achieves
detailed extraction of feature information by improving the network structure for the feature fusion
process, which operates by combining feature fusion with an attention mechanism [15,16].

In defect detection networks, the more commonly applied feature fusion methods include element
summation and concatenation methods. The original YOLOv4 network uses the concatenation
method to achieve fusion of features at different levels. The specific operation process is as follows.
First, in order to achieve the connection of the multi-layer feature layers in the channel dimension,
the features of different levels are scaled to the same resolution by means of dimensional deflation,
and then they are connected in series in the channel dimension. However, this fusion method
is computationally intensive and cannot afford the real-time performance required by the actual
industrial production. In order to better meet the requirements of real-time, efficiency and stability in
PCB defect detection, this paper tries to use a combination of feature fusion and attention mechanism
to reduce the model training time and improve the defect detection efficiency to some extent.
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The specific details of the improvement are shown in Fig. 1. During the channel feature fusion
stage, the integration of channels is achieved by joining the acquired three feature layers in a
concatenated manner. Among them, if the resolution of the feature map to be fused is smaller than the
resolution of the target feature map, the problem can be solved by using a reverse convolution layer
to enlarge the features, and then using a 1×1 convolution layer to compress the channels to the target
range. If the feature map resolution to be fused is larger than the target feature map resolution, we use
a 3×3 convolutional layer with a step size of 2 to reduce the feature resolution and channel size.
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Figure 1: Improved YOLOv4 network structure

Then, this paper generates channel feature vectors by using a global average pooling layer for
feature layer deflation, which enables the calibration of the importance of information in each channel.
The channel feature vectors obtained by the above operation are processed by a lower dimensional fully
connected layer followed, which allows the network model to learn the fusion weights of features at
different levels adaptively. In addition, the weight sizes after processing in the fully connected layer
are normalized to the features by the soft-max function and the final feature fusion is achieved. In
this way, the calibration of the important semantic information contained in each channel and the
identification process of important location information can be obtained by virtue of the weight size
[17].

3.3 Anchor Boxes
In the original YOLOv4 defect detection algorithm, the anchor boxes are obtained by clustering

operations on the public dataset-Common Objects in Context (COCO) dataset, and this approach
is not applicable to the PCB surface defect detection algorithm performed in this paper. Meanwhile,
the original YOLOv4 clustering algorithm uses K-means clustering to obtain the defect height and
width dimensions, and this method has obvious defects. The main key is whether the initial clustering
center is reasonably positioned [18]. A reasonable clustering operation is the initial clustering center
with dispersion characteristics. Only by ensuring randomness and dispersion in the selection of the
initial clustering points, the defect detection model can ensure efficient and stable defect detection in
the training process.
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Therefore, the K-means++ algorithm is used to obtain the initial clustering points in this paper,
and the specific principle is to randomly select the sample data from the experimental PCB defect data
set as the clustering initial point D

(
xi, centj

)
, and determine each clustering center by calculating the

minimum distance M (xi) between the data sample and the clustering center and the probability value
P (xi) of whether each sample data can be used as a clustering point Ck. The calculation formula is
shown as follows.

M (xi) = min
{
D

(
xi, centj

)}
(1)

D
(
xi, centj

) = 1 − IOU (2)

P (xi) = M (xi)
2

∑
xi∈X

M (xi)
2 (3)

Ck = 1
|Ck|

∑

xi∈Ck

xi (4)

According to the above operation to obtain K clustering centroids, and all kinds of samples
through the Euclidean clustering calculate the minimum clustering centroid region and update the
clustering points, and so on gradually update until the clustering points remain unchanged update
end. In the subsequent clustering process, the similarity between the sample prediction bounding box
and the real boundary is mainly used for clustering, and the Intersection Over Union (IOU) is usually
chosen as the similarity index for the calculation of the similarity between the two boxes in the field
of defect detection [19]. The calculated formula is as follows.

Distance = 1 − IOU (5)

IOU = Ground Truth ∩ Detection Results
Ground Truth ∪ Detection Results

(6)

In this paper, the number of anchor boxes obtained by the clustering algorithm on the PCB
defective dataset is 9. The specific numerical sizes are: (19,16); (32,17); (21,35); (40,31); (32,46); (61,24);
(23,65); (50,43); (67,53).

4 Experimental Results and Analysis

4.1 Experimental Environment
The software and hardware environment configurations of the experimental environment in this

paper are shown in Tables 1 and 2.

Table 1: Software configuration environment

Type Version

Training system Win10 Pro
Network framework Pytorch 1.60 + cu101
Integrated development environment PyCharm 2020.1.1
Programming languages Python 3.6.10
Image processing library Opencv 4.1.2
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Table 2: Hardware configuration conditions

Equipment type Equipment model

CPU Inter Core i7-6700
GPU GeForce GTX 1080T1
Memory devices 32G
Hard disk 1T

4.2 Dataset
Due to the scarcity of PCB data sets, in order to further verify the outstanding performance of the

algorithms in this paper in PCB defect detection, this paper uses the performance of different defect
detection algorithms on PCB defect data sets to compare the operation. The specific operation includes
the selection of the more common six categories of PCB defect types as the target in this paper, the
selected defects mainly include missing hole, mouse bite, open circuit, short, spur, spurious copper 6
categories, as shown in Fig. 2 [20].

Figure 2: PCB six categories of defects categories
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At the same time, considering the uneven number of PCB defect image types, this paper carries out
the acquisition of different types of images and augments the training data by means of conventional
preprocessing, including cropping, panning, changing the brightness, adding noise, rotating the angle,
and mirroring. Through the above operations, the data scale data augmentation can be achieved, and
finally the acquired dataset is proportionally distributed as the training dataset and the test dataset
with data scales of 9860 and 4530, respectively. The validity and feasibility of the dataset scale can be
achieved by the above methods.

4.3 Training Preparation
The resolution of the PCB defect data set is a large size, fine image, and high quality defect images,

but the defect detection model selected in this paper cannot directly detect defects in the original image
due to the default defect image input size of 416 × 416 pixels in this network model, so there is a
problem of non-conformity between the original image and the supported input image size [21].

In order to ensure that the YOLO detector selected in this paper provides high quality detection
of PCB defect data, this paper uses a pre-processing operation represented by cropping method on the
above original image to make the acquired sub-image size more reasonable to facilitate the subsequent
detection process.

For the acquired experimental sample data set, the final size of the sub-image is set to 416 × 416
pixels, and the overlap area of the sub-image in the cutting process is 20% of the pixel points. This
overlap area size can achieve complete retention of various defective areas during the cutting process.

4.4 Results
This paper presents numerous good PCB defect detection methods in recent years to compare the

performance with the improved network structure in terms of accuracy and speed metrics, as shown
in Table 3. Defect detection results are outlined in more detail in the following figures.

Table 3: Comparison of the results of different detection algorithms

Method mAP FPS

EfficientDet-D0 86.45 11
EfficientDet-D1 87.71 9
EfficientDet-D2 89.40 7
SSD 86.73 13
Faster R-CNN 96.44 10
YOLOv4 87.90 26
YOLOv4-Tiny 76.53 28
MobileNetV3-YOLOv4-Inceptionv3 99.10 43.01
YOLOv4 improved 99.34 30

The effect of the accuracy curve of the improved algorithm model on the data set through the
network improvements and precision clustering performed in this paper is shown in Fig. 3, where
the horizontal axis indicates the number of training iterations/thousand, and the vertical axis indicates
the magnitude of the accuracy rate. In addition, the blue line in Fig. 3a indicates that the accuracy value
without precision clustering, while the accuracy value obtained by the precision clustering algorithm
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used in this paper is about 1.5% higher than it, indicating the importance of the improved algorithm
for PCB defect detection in this paper. In addition, the analysis of Fig. 3b shows that the loss function
of the PCB defect detection model gradually converges to an approximation of about 0.10, which can
be assumed better for practical application detection.

Figure 3: Improved YOLOv4 defect detection effect curve display

In order to further verify the outstanding ability of the defect recognition performance of the algo-
rithm improved by YOLOv4 in this paper, different detection algorithms such as Single Shot Detector
(SSD), Faster R-CNN, YOLOv4-Tiny, EfficientDet-D0, EfficientDet-D1, and EfficientDet-D2 are
selected for PCB defect data set. SSD can predict class probabilities and bounding boxes of objects
based on multi-scale deep features, and can inspect multiple objects at different scale by using its multi-
scale configuration [22,23]. The detection performance is compared on the same dataset [24]. Among
them, Efficient Det is a target detection algorithm proposed by Google, which uses Efficient Net as
the backbone feature extraction network, including eight structures from D0 to D7, and D0, D1, and
D2 are used for comparison in this paper. YOLOv4-Tiny is a simplified version of YOLOv4, which
uses only two feature layers for classification and regression prediction [25].

As shown in Fig. 4 and Table 3, in terms of detection accuracy, the Mean Average Precision
(mAP) values of the improved algorithms proposed in this paper are all higher than other algorithms,
12.61% higher than SSD, 2.9% higher than Faster R-CNN, 12.89% higher than EfficientDet-D0,
EfficientDet-D1, and EfficientDet-D2, respectively. 11.63%, and 9.94%, 11.44% are higher than
YOLOv4, and 22.81% are higher than YOLOv4-Tiny. In terms of detection speed, this algorithm
is faster than EfficientDet-D0, EfficientDet-D1, EfficientDet-D2, and YOLOv4, but lower than
YOLOv4-Tiny, MobileNetV3-YOLOv4-Inceptionv3. The main reasons are that YOLOv4-Tiny is a
simplified version of YOLOv4 and its number of parameters is much lower than YOLOv4, so it has
more advantages in detection speed. Compared with MobileNetV3- YOLOv4-Inceptionv3, the mAP
value is 0.24% higher but the detection speed is relatively low. MobileNetv3-YOLOv4-Inceptionv3
introduces Inceptionv3 as the detection network and uses MobileNetV3 as the feature extraction
network. In general, the comprehensive comparative analysis of different algorithms can verify the
necessity of the modifications made in this paper, and the detection performance of the improved
algorithm is better than other algorithms [26].
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Figure 4: Improved defect detection mAP value display

Overall, the relatively good detection performance results demonstrate the feasibility of the new
backbone network structure built by integrating the feature layer with CSPDarknet53, the necessity
of the attention mechanism for multi-class feature fusion, and the rationality of obtaining the anchor
boxes based on K-means++ clustering.

4.5 Defect Detection Effect Display
The training results of the improved YOLOv4 algorithm proposed in this paper are applied to PCB

defect detection, and the detection results are shown in Fig. 5. It can be seen that the method proposed
in this paper can accurately achieve the defect detection of PCB. The original YOLOv4 network model
is not ideal for defect detection due to its own network problems, as shown in Fig. 5a, and the defect
detection process is missing detection phenomenon.

However, MobileNetv3-YOLOv4-Inceptionv3 has the problem that the anchor box is not fully
used in the output of the feature layer. In this paper, the original CSPDarknet53 backbone network is
preserved for PCB defect feature information extraction, and the original multi-layer cascade fusion
method is changed to a single-layer feature layer structure to greatly avoid the uneven distribution
problem of anchor boxes size during PCB defect detection.

Then the K-means++ clustering method is used for precise clustering of the anchor boxes to
obtain the required size requirements for the defect detection, thus further improving the recognition
and localization of small PCB defects. As shown in Fig. 5c, the detection effect is relatively obvious.
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Figure 5: Effect of the defect detection algorithm

5 Conclusions

Because the traditional detection method has the disadvantages of low defect detection efficiency,
large defect identification and localization error, and poor versatility of the detection method, this
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paper is mainly to further improve the recognition performance and localization effect of high-
resolution small target PCB defect detection. The paper analyzes the PCB surface defect detection
algorithm and proposes a defect detection method based on YOLOv4, which has better detection
capability, lower leakage rate and false detection rate. The research work done in this paper can further
meet the requirements of high detection accuracy, real-time and interactivity required by PCB industry
in real production life. However, some challenges remain to be overcome. When unbalanced data is
considered, the model does not perform well enough. Further researches should describe PCB defects
in detail and classify defects into predefined categories. Moreover, the fully automatic training without
human interference with transfer learning and meta-learning should be developed to improve the
accuracy.
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