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Abstract: Leukemia is a kind of blood cancer that damages the cells in the
blood and bone marrow of the human body. It produces cancerous blood
cells that disturb the human’s immune system and significantly affect bone
marrow’s production ability to effectively create different types of blood cells
like red blood cells (RBCs) and white blood cells (WBC), and platelets.
Leukemia can be diagnosed manually by taking a complete blood count
test of the patient’s blood, from which medical professionals can investigate
the signs of leukemia cells. Furthermore, two other methods, microscopic
inspection of blood smears and bone marrow aspiration, are also utilized
while examining the patient for leukemia. However, all these methods are
labor-intensive, slow, inaccurate, and require a lot of human experience and
dedication. Different authors have proposed automated detection systems for
leukemia diagnosis to overcome these limitations. They have deployed digital
image processing and machine learning algorithms to classify the cells into
normal and blast cells. However, these systems are more efficient, reliable,
and fast than previous manual diagnosing methods. However, more work is
required to classify leukemia-affected cells due to the complex characteristics
of blood images and leukemia cells having much intra-class variability and
inter-class similarity. In this paper, we have proposed a robust automated
system to diagnose leukemia and its sub-types. We have classified ALL into its
sub-types based on FAB classification, i.e., L1, L2, and L3 types with better
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performance. We have achieved 96.06% accuracy for subtypes classification,
which is better when compared with the state-of-the-art methodologies.

Keywords: Healthcare; cancer detection; deep learning; convolutional neural
network

1 Introduction

Leukemia is a kind of blood cancer that is caused due to the overproduction of white blood cells
(WBCs) by the bone marrow [1-3]. The human body needs platelets and red blood cells (RBCs) to be
healthy. However, the overproduction of white blood cells (WBCs) lowers the bone marrow’s ability
to produce normal blood cells, which leaves a person prone to anemia and infections. The abnormal
production of WBCs spreads and affects different body parts, like lymph nodes, kidneys, spleen, liver,
etc. [4]. In 2019, according to the national cancer institute statistics, 61,780 people were diagnosed with
leukemia in the United States (U.S.) [5].

In contrast, 22,840 people died due to leukemia in the same year. While in 2020, the national cancer
institute estimated that till now, 60,530 people had been diagnosed with leukemia, and unfortunately,
23,100 people lost their lives. These statistics show an exponential increase in the death rate due to
this deadly disease. Hence, timely leukemia diagnosis following different resources and strategies is
essential for a successful treatment. The treatment of leukemia depends on whether it is acute or
chronic. The nature of acute leukemia is dangerous because it forms rapidly and becomes drastic with
time. In comparison, the latter’s growth is comparatively slower and takes a long time to advance.

Acute and chronic leukemia can be further classified into two different types, which are Lym-
phocytic or myelogenous, based on the type of infected WBC. It is classified as myelogenous if the
anomalous cells are monocytes or granulocytes and lymphocytic if anomalous cells are lymphocytes
[6]. Hence, forming four most common types of leukemia which are 1) Acute lymphocytic leukemia
(ALL) [7], 2) Acute myeloid leukemia [8] (AML) 3) Chronic lymphocytic leukemia [9] (CLL), and
4) chronic myeloid leukemia [10] (CML). In this research work, we deal with the diagnosis of ALL,
the most severe type of leukemia, and its timely treatment depends on its accurate diagnosis. ALL is
concerned with the abnormal growth of leukocytes (WBCs). The abnormal blood cells spread into the
human body and directly affect the immune system and suppress the further production of normal
cells (red blood cells (RBCs)) and platelets and hence become a significant cause of anemia. As stated
by the French American British (FAB) classification [ 1], ALL is classified into three primary subtypes
names L1, L2, and L3. L1 types of leukemia consist of small blood cells of regular nuclear shape with
homogeneous chromatic. Mostly, 25-30 percent of adults are diagnosed with L1 leukemia. The blood
cells of L2 leukemia are more significant than L1 blood cells and have shape dissimilarity. The shape
of these blood cells and cytoplasm is not regular.

While L3 cells are normal (larger than L1) sized blood cells with indistinguishable shapes and
consist of oval nuclei. Different methods are considered for diagnosing leukemia, like bone marrow
aspiration [12], in which a sample of liquid is taken from the bones to examine the sign of leukemia
and microscopic examination of blood samples. By utilizing these methods, medical professionals
can diagnose the patient with leukemia; however, most of the existing methods are labor-exhaustive,
time-devouring, and require professional experience to diagnose cancer efficiently. Contrary to the
manual diagnosing system, our automated system will tackle the effort and time required to do manual



CSSE, 2023, vol.46, no.3 3543

diagnosing. Moreover, it will diminish the burden on doctors and medical professionals and helps
in achieving accurate results as compared to the standard diagnosing method. Despite significant
advances in medical science, microscope-based blood smear image examination for leukemia diagnosis
remains the standard and, therefore, a reasonable scheme for diagnosing leukemia. However, this
scheme is not fast enough and requires much effort to check each blood cell while examining the blood
samples manually. This method is labor-intensive, and hence it is prone to human error, which can
have devastating effects on the treatment of a patient. Because leukemia demands early and accurate
diagnosis, a robust and efficient automated system is needed to screen leukemia, which can help achieve
fast and accurate results without any medical professional’s enervation. These automated systems will
assist doctors in treating leukemia patients more systematically.

In this research work, our contributions are enumerated below:

1. A robust automated system to diagnose leukemia and its subtypes have been proposed.

2. Acute Lymphoblastic Leukemia has been classified into its subtypes, i.e., L1, L2, and L3, with
better performance.

3. Compared to standard methods, an end-to-end learning system has been developed by fusing
CNN-based features with a machine-learning classifier without segmentation.

4. Ascompared to standard machine learning methods, better accuracy has been achieved by our
proposed system without any need for segmentation.

5. A detailed result comparison of different deep learning frameworks has been performed on
our dataset.

The rest of the paper is organized as follows. Section 2 presents the related work on existing
leukemia detection techniques. Section 3 includes our proposed methodology. The detailed results
and comparison are given in Section 4. While Section 5 includes the conclusion and future work.

2 Related Work

With the advancements in diagnostic research, many researchers have been focusing on diagnosing
diseases using advanced machine-learning techniques. These methods can be fully or semi-automated
considering the approach used [13-16]. In the existing literature, ALL detection is done using binary
classification and the classification of ALL into its subtypes. We present a comparison of these studies
in Table 1.

In our literature study, we have presented different machine-learning techniques which have
been employed for the detection and classification of ALL cells. In the provided literature, we have
presented different techniques and methods and discussed their pros and cons compared to the manual
systems used to diagnose leukemia-affected cells. Compared to the manual ALL detection systems,
the researchers have found computer-aided systems to be accurate, computationally efficient, and
reliable. Table 1 has provided a detailed comparison of machine learning and deep learning techniques
to diagnose ALL. The binary classification methods [1 5-27] presented in these research works do not
consider ALL subtypes, which is very important for the accurate classification of ALL. In comparison,
the studies considering the subtypes of ALL need to increase the classification accuracy by exploring
a different combination of CNN and machine learning classifiers. Moreover, these methods need to
be tuned to acquire more accurate results.
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3 The Proposed Methodology

In this section, we provide a detailed methodology highlighting the main elements of this research
work, as shown in Fig. 1.

| . A | .
| Pretrained | :“L L ¥l '
[P : Convolutional : I[ ________ ‘___\I : Classification
Input Image | image i : Neural Network : | Shallow Classifiers l : 1T
| | |
| | | | IE; |
! ' I| Classification '
| | Features Extraction :—ql Sassication i | L2Type |
| | ] .
| I | |
| | | L3 Type
: : AlexNet  GoogleNet : l KNN and SVM : : e
’ | Voglet Resnet | I ] |
' - . T [ Normal |
| Xception I
I | [ !

Figure 1: Proposed framework

3.1 Dataset

We have utilized the enhanced ALL-IDB dataset, the improved version of the ALL-IDB dataset
available online for the public [17]. The original dataset is split into two different versions, where the
first version includes 108 images with multiple cells on a single image. From which 59 images are
standard, whereas the remaining 49 images are from ALL affected patients. The resolution of images
present in the first version of ALL IDB is 2592 x 1994. The second version of the dataset contains
260 images in which each image has a single cell that is either normal or ALL affected. The resolution
of images present in the first version of ALL IDB is 2592 x 1994. In contrast, the second version has
single-cell images of resolution 257 x 257 and 3 color channels. Different samples of images from the
second version of ALL IDB are illustrated in Fig. 2. As we have seen in previous literature that subtypes
of leukemia are mostly neglected while performing computer-aided diagnosing of leukemia. We have
considered the subtype classification of ALL as per the French American British (FAB) technique [30].
They have classified leukemia-affected cells into three further subtypes, named L1 type, L2 type, and
L3 type.

Samples from FAB-based classification are shown in Fig. 3. One of the main reasons to neglect
these subtypes in previous literature is their complex visual features, as they have high inter-class
similarity and intra-class variability. Due to these reasons, they are hard to classify compared to a
simple binary classification of normal or affected cells. Hence, to tackle the subtypes classification
problem, we have considered the enhanced version of the ALL-IDB-2 dataset, which has a single cell
on each image. This dataset was already utilized by Shafique et al. [28], where each ALL-affected image
has been labeled by an expert pathologist to its subtypes, i.e., L1 type, L2 type, and L3 type, as per FAB
classification. This dataset is useful for classifying each image into leukemia subtype classification as
this dataset was labeled and already utilized in the existing research. The selected dataset was split into
training and evaluation sets with a split ratio of 70% for training and 30% for testing or evaluation.
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(@) (b)
(©) (d)

Figure 2: Samples from ALL-IDB dataset: (a) Leukemia cell, (b) Leukemia cell, (¢) Normal cell, and

(d) Normal cell
@ (b)
(©) (d)

Figure 3: Subtypes classification according to FAB: (a) Normal cell, (b) L1 type cancer cell, (c) L2 type
cancer cell, and (d) L3 type cancer cell
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3.2 Data Augmentation

To achieve better accuracy, a smaller number of training samples should be avoided while per-
forming model training because it may cause the model to overfit the data and not perform efficiently
on unseen data. Therefore, to avoid overfitting problems and tackle fewer training samples data
augmentation technique is applied over the training samples by performing rotation and mirroring
of the images. Data augmentation is the most prevailing and straightforward technique to increase the
training dataset without any expensive computation artificially. By applying this technique, the number
of the training sample is considerably increased by 200%, which will help the model to attain better
accuracy without overfitting. After data augmentation, the resultant images can be seen in Fig. 4.

Figure 4: Image result after the data augmentation technique

3.3 CNN

ConvNets or CNN are widely used to perform image classification and object recognition tasks.
They are becoming popular because they require lower preprocessing and no need for segmentation
as compared to standard machine learning methods, which need to have manually engineered filters.
CNN layers start from the input layer, which takes the image as input; after that number of
convolution layers are used, which apply a different filter over those images to extract different features.
These convolution layers are followed by an appropriate activation function that applies non-linear
transformation over the images to generalize the features and add non-linearity to the network. There
are lots of non-linear activation functions available, but the most widely used activation function is
Rectified linear units (ReLU), which only output the function if it is positive; else, you will get a zero

output. This activation function is shown in Eq. 1. Where {(x) is the function of input x which is input
given to neurons.

f(x) = max (0, x)
Between convolutional layers of CNN, pooling layers are used, which significantly reduced the

number of features and computation to avoid the chance of overfitting the data. Max pooling is the
widely used layer in CNN which down-samples the data and increases the computation power of a
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CNN. The last fully connected layer is added, followed by softmax and classification layers responsible
for classifying the images based on their respective features.

3.4 Transfer Learning

In this work, we have classified ALL by utilizing the concept of transfer learning. In transfer
learning, a pre-trained CNN is employed as a feature extractor pre-trained on a large dataset with
millions of images and high-level generic features for those natural images. These generic features
will be useful for application to small datasets with the chance of better accuracy. This technique
is computationally less expansive as compared to training CNN from scratch, which also requires
a higher number of training images in the dataset. There are two different techniques for applying
transfer learning, as mentioned by [25]. These are fine-tuning of the network and feature extraction
from the last fully connected layer. In the fine-tuning of CNN, the high-level layers (which possess
high-level features) are left freezing. Classification is carried out using softmax activation layers which
output the probability of each class depending on the relevant features. In the second technique, the last
fully connected layer of CNN is extracted. To perform the required classification, a machine learning
classifier is applied to those features.

3.5 The Proposed Approach

In this work, we have applied both transfer learning approaches to compare and analyze the best-
performing technique for the classification of subtypes of ALL. Our proposed approach comprises
CNN-based features and shallow classifiers, as depicted in Fig. 1, which directly extract features
from input images without segmentation as compared to the state-of-the-art methods. Our proposed
approach is presented in Algorithm. 1. A more detailed methodology and architecture of CNN are
given in Fig. 5.

Feature Extraction Classification

Classified Image
\ with Class Labels

/ CNN Model \ /

Input Image
224x224

e

I -x
________ ) =
d &Normal

T

]
|
|
|
KNN |
|
|

Figure 5: A proposed methodology for a fusion of CNN-based features and KNN classifier

3.6 Features Extraction

Features extraction is a technique of fetching relevant information from a given problem to solve
that problem efficiently. In terms of digital images, these relevant features can be shape-based, color-
based features, etc., which can be utilized to differentiate between different objects in the images. In this
work, we have utilized the concept of transfer learning for feature extraction, where we have used pre-
trained deep convolutional neural networks to extract relevant features. These features include shape-
based features, color, and texture features. After that, these features are given to shallow classifiers,



3550 CSSE, 2023, vol.46, no.3

including KNN and SVM, to differentiate between normal and leukemia-affected cells. Moreover,
these features are also utilized for classifying subtypes of acute lymphoblastic leukemia, i.e., L1 type,
L2 type, and L3 type, which was mostly neglected in state-of-the-art research. We have extracted the
last fully connected layer of the already mentioned pre-trained DCNN from which a feature vector is
given to the classifier for classification.

3.7 Classification

In machine learning, classification is a type of supervised learning which predicts the input image
into an output label by utilizing different types of image features. In this work, we have deployed two
different types of classifiers to perform ALL and its subtypes classification. These classifiers are given
features from the last fully connected layer of CNN, which are given as input to our classifier, which
classifies the input images into their respective classes.

3.7.1 SVM

SVM is a widely used supervised learning algorithm specifically deployed for binary classification
problems. This Algorithm finds a maximum-margin hyperplane in high dimensional space to separate
the two classes of data points. SVM can be utilized for both types of problems, including linear as
well as non-linear problems. Where it has been found effective while performing classification tasks
in high-dimensional space. In our study, the SVM classifier has been combined with CNN, where it
gets input of feature vector from the last fully connected layers of a pre-trained CNN. Based on these
features, we have performed the classification of normal and leukemia-affected cells by utilizing the
SVM classifier.

3.7.2 KNN

KNN is also a supervised learning algorithm that is utilized for classification as well as regression
problems. This Algorithm considers similar data points to be nearest to each other. This Algorithm is
very useful when it is difficult to approximate the parametric probability of data points. Because KNN
is a non-parametric algorithm and does not require any prior information about data distribution.
Hence, KNN could and most likely ought to be one of the first options for a classification problem
when there is almost no earlier information regarding the data distribution. In this work, we have
utilized KNN in combination with CNN, where it gets a feature vector from the final fully connected
layer of pre-trained CNN to carry out classification by utilizing those extracted features.

Algorithm 1: Algorithm for Acute Lymphoblastic Leukemia Classification
START
INPUT: LIM, c-labels
OUTPUT:  Predicted Class labels (cancer or normal) on each image, LdAlexNet, LdVGGIY,
LdGooglenet, LdXception, LdResnet, LdKnn, LdSV M, AvgAccuracy
LIM: Leukemia input Images containing cancer cells
c-labels: corresponding class labels of cancerous and normal cells
LdAlexNet: AlexNet based custom CNN model
LdVGGI19: VGGnet based custom CNN model
LdGooglenet: VGGnet based custom CNN model

(Continued)
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Algorithm 1: Continued
LdXception: VGGnet based custom CNN model
LdResnet: VGGnet based custom CNN model
inputImageSize<— [224 224], [227 227]
LdAlexNet<Construct Custom AlexNet (inputlmageSize, LIM, c-labels)
LdVGG19<«Construct Custom VGG19 (inputlmageSize, LIM, c-labels)
LdGooglenet<—Construct Custom Googlenet (inputlmageSize, LIM, c-labels)
LdXception<Construct Custom Xception (inputlmageSize, LIM, c-labels)
LdResnet<Construct Custom Resnet (inputlmageSize, LIM, c-labels)
[ O-trn, O -tst | <dividing LIM into training and test set
// Training Module for Leukemia Classification
For each input training image n : v-trn
a) 9n<«Feature Extraction AlexNet
b) #n<«Feature Extraction VGGI19
¢) wn<Feature Extraction Googlenet
d) Pn<Feature Extraction Resnet
e) ¢n<Feature Extraction Exception

End For

Train Classifier LdSVM for features 9n, ¥n, wn, Pn. ;n

Train Model LAKNN for features 9n, %n, wn, Pn. ;n

For each testing image N : O-tst
a) ¢ N<Features extraction using selected trained model &yen;
b) [image, class_label]<Predict (¢ N)
c) Display input image with class_label

End For

AvgAccuracy<Evaluate model ¥ using c-labels

FINISH

4 Results and Discussion

4.1 Results

In this work, we have utilized different pre-trained convolutional neural network architectures,
including AlexNet, VggNet, GoogLeNet, ResNet, and Xception, for extracting features. These
features are given to our shallow classifiers, including SVM and KNN, to perform ALL classifications.
The proposed approach is applied to our dataset having different color schemes, including Dataset
version A where input images given to our model were RGB (Red, Green, and Blue) color images,
Dataset version B having HSV (Hue, Saturation, and Value) color scheme images, Dataset version
C having lab (L*a*b*) color scheme and Dataset version D where input images given to our model
were YCbCr (Luminance, Chroma Blue, Chroma Red). Samples from these datasets are shown in
Fig. 6. Different combinations of techniques applied to these datasets with their accuracy are shown
in Table 2.
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(b)

(d)
Figure 6: Dataset samples: (a) RGB, (b) HSV, (¢) Lab, and (d) YCbCr

CSSE, 2023, vol.46, no.3

Table 2: Comparison of classification accuracy of different color datasets and detection techniques

Features Classification Dataset A Dataset B Dataset C Dataset D
extraction (R, G, B) (H,S,V) (L*, a*, b¥) (Y, Cb, Cr)
AlexNet KNN 100% 94.69% 96.08% 92.11%
SVM 98.54% 87.58% 95.15% 96.05%
VggNet KNN 95.62% 91.27% 94.08% 92.11%
SVM 95.62% 73.68% 93.42% 96.05%
Binary GoogleNet KNN 95.18% 83.55% 92.11% 90.79%
classification SVM 97.58% 65.79% 90.77% 94.08%
ResNet KNN 97.12% 90.15% 94.19% 89.81%
SVM 100% 65.79% 95.65% 90.27%
Xception KNN 98.03% 94.08% 95.65% 92.76%
SVM 99.04% 86.84% 95.62% 97.08%
AlexNet KNN 97.43% 78.29% 85.53% 88.82%
SVM 92.49% 60.53% 87.47% 92.11%
VggNet KNN 91.03% 69.08% 91.23% 89.47%
SVM 84.65% 48.03% 89.47% 90.79%
Subtype GoogleNet KNN 91.03% 69.08% 91.23% 89.47%
classification SVM 84.65% 48.03% 89.47% 90.79%

(Continued)
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Table 2: Continued

Features Classification Dataset A Dataset B Dataset C Dataset D
extraction (R, G, B) (H,S,V) (L*, a*, b¥) (Y, Cb, Cr)
ResNet KNN 94.73% 73.03% 89.47% 92.11%
SVM 95.82% 50.66% 86.84% 86.18%
Xception KNN 96.64% 84.21% 92.49% 94.71%
SVM 90.94% 67.76% 87.24% 88.16%

A different combination of techniques is applied to four different versions of datasets. From
all the techniques, AlexNet-based features followed by the K nearest neighbor (KNN) classifier
have outperformed all the other techniques in the table by attaining the highest accuracy for the
classification of leukemia and its subtypes by utilizing the RGB color Dataset as shown in Table 3.
If we talk about datasets, it can be seen that the RGB color scheme Dataset A has outperformed all
other color schemes in terms of accuracy for leukemia detection as well as its subtypes classification.
Other datasets and techniques have also performed well in detecting leukemia-affected cells, which
shows that these techniques are independent of color schemes while detecting cancer.

Table 3: Confusion matrix of ALL classification with AlexNet and KNN on dataset A

Subtype L1 Subtype L2 Subtype L3 Normal
Subtype L1 105 (99.05%) 1 0 1
Subtype L2 2 58 (95.61%) 3 0
Subtype L3 1 4 30 (96.29%) 2
Normal 1 0 2 104 (98.77%)

We have also performed fine-tuning over the pre-trained convolutional neural networks to check
their accuracy on the leukemia dataset. We have removed the last three layers of convolutional neural
networks and fine-tuned them on our new dataset. These neural networks already have generic features
of natural image databases. Which are helpful while exposing these networks to a new type of data
[31,32]. For this purpose, we have utilized five famous convolutional neural networks, including
AlexNet, VggNet, GoogleNet, ResNet, and Xception. We have performed both binary and subtypes
classification of acute lymphoblastic leukemia. Result comparisons of these networks are given in
Table 4.

Table 4: Classification accuracy for fine-tuned convolutional neural network

Methodology binary Classification accuracy Subtypes classification accuracy
AlexNet 98.54% 93.42%
VggNet 99.66% 88.97%
GoogleNet 98.68% 89.47%
ResNet 98.08% 90.79%

Xception 98.05% 86.40%
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It can be seen that VggNet has outperformed other CNNs in terms of binary classification
accuracy but gives a satisfactory performance on subtypes classification. Similarly, AlexNet has
achieved third place while classifying leukemia into normal and blast cells but outperforms other
CNNs in subtypes classification by attaining first place. The average performance comparison has
been shown in Fig. 7. Where the performance result of each label has been visualized and compared
as per their accuracy, sensitivity, specificity, and precision to verify which label performs well during
the training process.
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Figure 7: Average Performance Comparison for each class by utilizing AlexNet and KNN: (a)
Accuracy, (b) Sensitivity, (c) Precision, and (d) Specificity

4.2 Discussion

We have utilized a blend of CNNs and Shallow classifiers for the FAB-based subtypes classifica-
tion of acute lymphoblastic leukemia. We have compared the performance of different CNN-based
features followed by shallow classifiers. It can be seen from the results that features of AlexNet, which
are given to the KNN classifier, have shown outstanding performance by achieving higher accuracy
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as compared to other techniques. Our proposed technique beats state-of-the-art methodologies and is
more robust than the traditional techniques as it doesn’t require segmenting out the objects from the
background to extract other techniques. Our proposed technique beats state-of-the-art methodologies
and is more robust than the traditional techniques as it doesn’t require segmenting out the objects
from the background to extract features efficiently. By implementing our proposed technique on four
different color-based datasets, RGB color images have shown tremendous performance by achieving
the highest accuracy among the other color types, i.e., 100% classification accuracy against binary
classification and 97.43% accuracy against subtypes classification including L1 type, L2 type, L3 type
and normal.

In this work, we proposed a CNN and a shallow classifier-based approach for the detection and
classification of leukemia and its subtypes based on FAB classification. On the other hand, Amin et al.
[26] presented a novel acute lymphoblastic leukemia classification technique where for preprocessing,
they utilized histogram equalization to enhance the brightness issues in the dataset. After that,
lymphocytes are extracted from the background by deploying a k-mean clustering algorithm which
makes different clusters of white blood cells. Furthermore, different types of features, including shape-
based, texture-based, and color-based feature vectors, are obtained from these white blood cells,
which are classified into leukemia subtypes by utilizing a multi-class SVM (Support Vector Machine)
algorithm. They have achieved an overall accuracy of 97% for binary classification and 95.6% for
FAB-based subtypes classification of leukemia. Shafique et al. [28] presented a CNN architecture to
perform automated classification of leukemia-affected cells into their subtypes. They have deployed
modified AlexNet, which is fine-tuned on the enhanced ALL-IDB-2 dataset and achieved an accuracy
0f 99.5% for binary and 96.06% for subtypes classification. Our proposed methodology has performed
significantly well and outperforms all the state-of-the-art approaches. We have compared our proposed
approach with state-of-the-art classifiers, and the results are shown in Table 5.

Table 5: Accuracy comparison with state-of-the-art methods

Reference Dataset No. of images Binary classification ~ Subtypes classification
accuracy accuracy
[14] ALL-IDB-2 260 97.31% Neglected
[15] ALL-IDB-2 260 98.70% Neglected
[21] ALL-IDB-2 260 97.00% Neglected
[26] Custom Dataset 312 97.00% 95.60%
[28] Enhanced 760 99.50% 96.06%
ALLIDB-2
Proposed Enhanced 760 100% 97.43%
ALLIDB-2

5 Conclusion

We have developed a robust automated system for the classification of leukemia and its subtypes
by utilizing the concept of transfer learning with convolutional neural networks. We have discussed
our proposed approach for leukemia classification. We have achieved an overall accuracy of 100%
for leukemia binary classification and 97.43% for subtypes classification of acute lymphoblastic
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leukemia. It can be seen that our proposed approach has outperformed all the previous algorithms
by accomplishing the highest accuracy among all of them.

In this study, we have deployed different types of pre-trained deep convolutional neural networks,
including, AlexNet, VggNet, GoogleNet, ResNet, and Xception, followed by shallow classifiers,
including support vector machine and k-nearest neighbor for early diagnosing of leukemia as well
as its subtypes. One of the auspicious future directions can be the collection of larger datasets for
leukemia on which we can train deep convolutional neural networks from scratch to perform end-
to-end classification for its subtypes, which can enhance the capability of medical professionals to
perform early diagnosing and treatment of acute lymphoblastic leukemia. Moreover, different types
of leukemia, including chronic lymphoblastic leukemia, chronic myeloid leukemia, and acute myeloid
leukemia, can also be considered to devise a full fledge blood cancer detection system.
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