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Abstract: The study aims to find a successful solution by using computer algo-
rithms to detect remote homologous proteins, which is a significant problem in
the bioinformatics field. In this experimental study, structural classification of pro-
teins (SCOP) 1.53, SCOP benchmark, and the newly created SCOP protein data-
base from the structural classification of proteins—extended (SCOPe) 2.07 were
used to detect remote homolog proteins. N-gram method and then Term Fre-
quency-Inverse Document Frequency (TF-IDF) weighting were performed to
extract features of the protein sequences taken from these databases. Next, a
smoothing process on the obtained features was performed to avoid misclassifica-
tion. Finally, the proteins with balanced features were classified into remote
homologs using the built deep learning architecture. As a result, remote homolo-
gous proteins have been detected with novel deep learning architecture using both
negative and positive protein instances with a mean accuracy of §9.13% and a
mean relative operating characteristic (ROC) score of 88.39%. This experiment
demonstrated the following: 1) The successful outcome of this study in detecting
remote homology is auspicious in discovering new proteins and thus in drug dis-
covery in medicine. 2) Natural language processing (NLP) techniques were used
successfully in bioinformatics, 3) the importance of choosing the correct n-value
in the n-gram process, 4) the necessity of using not only positive but negative
instances in a classification problem, and 5) how effective the processes, such
as smoothing, are in the classification accuracy in an imbalanced dataset. 6)
The deep learning architecture gives better results than the support vector machine
(SVM) model on the smoothed data to detect proteins’ remote homology.

Keywords: Bioinformatics; deep learning; n-gram; remote homolog protein; text
classification; TF-IDF weighting

1 Introduction

The detection of protein homology and protein remote homology in bioinformatics are two of the major
problems that are useful in acquiring knowledge about proteins whose structure and function are unknown
[1,2]. In addition, evolutionarily, the protein structure is more conserved than the protein sequence. Proteins
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containing similar structures and functions may akin low sequence similarity [3,4]. In homolog and remote
homolog protein detection, protein sequence similarity can also be judged. Homolog proteins have a pairwise
sequence identity of more than 40% similarity. Remote homology is defined as pairs of proteins with a
pairwise sequence identity between 20% and 40%. Therefore, the determination of whether the proteins
are remote homologs to each other can be decided by looking at the families and superfamilies of the two
proteins. Any pair of proteins within the same family classification is considered a homology. Proteins
from the same superfamily and different families are classified as remotely homologous to each other [1,2,5].

Many protein classification trials based on protein pairwise similarity have been conducted. Some have
been based on positive protein instances, while others have been based on negative and positive protein
instances [6]. Positive protein instances are instances within the same superfamily, while negative protein
instances for the remote homology problem are instances outside the target superfamily. In this study,
both negative and positive protein instances were used to discover remote homology. Most of the protein
classification methods have depended on multiple sequence alignment. When there is a large amount of
data, the multiple sequence alignments are expensive [7]. Due to the increasing number of protein
sequences due to the rapid development of biotechnology, protein sequence alignment methods were not
chosen in the study. Regarding homology detection, the literature comprises studies based chiefly on
sequence similarity. Although the problems of protein remote homology and protein homology are
similar, remote homology is a more difficult problem. Because it requires the discovery of very low
sequence similarities [1,8—10].

Over recent years, it has been observed that the biological sequence is similar to NLP. Hence, the
methods used in NLP have begun to be utilized in fields such as bioinformatics [2]. NLP methods, such
as n-gram [2,3], Latent Semantic Analysis (LSA) [3], top-n-gram [11-13], and Latent Dirichlet Allocation
(LDA) [6] have been used successfully to detect remote homolog proteins. Based on these studies, in this
study, NLP techniques such as n-gram were used to extract remote homologous proteins. Machine
learning algorithms are extensively utilized in dedicating purposeful information from big data in
bioinformatics [14]. Deep learning is highly preferred for biological data since it provides high
performance for many data solutions. The deep learning algorithm has been experimented on to extract
information from many sequencing data, such as Deoxyribonucleic Acid (DNA), Ribonucleic acid
(RNA), and protein sequences [8,14].

When are performed relation extraction using neural networks and log-linear models with supervised
learning, a large amount of training data and much training time are needed [15]. Hence, new training
representation methods are being developed to solve training time and big data problems. The technique
named lexicalized dependency paths (LDPs) has been developed for this purpose in this article [15].
LDPs are a method developed by determining dependency paths between entities with the Australian
Corpus of English (ACE) corpus [15].

One of the essential areas in bioinformatics is protein structure prediction studies that have been studied
since the 1960s. Since it will be helpful to know protein homologs and remote homologs in estimating the
structure of unknown proteins. In recent years, with machine learning and deep learning in complex
problems, better predictions have been made by using these methods in protein structure prediction
[16,17,18]. The strengths and difficulties associated with using deep learning methods in protein structure
prediction [16,17] and protein local structural features [18] have been shown.

A new Convolutional Neural Network (CNN)-based method called ConvRes has been proposed for
remote homolog protein detection to solve the problems faced by Long Short-Term Memory (LSTM)
[19]. This method has been tested on the SCOP benchmark dataset, and time has been saved by training
in a shorter time [19]. Furthermore, these methods inspire the use of deep learning techniques in remote
homolog and other problems [15-19].
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In the present study, it was determined whether or not the proteins obtained from the SCOP 1.53 protein
database were remote homolog with each other by coding with the Keras and Biopython libraries and
the Python programming language. The first step of the study was to obtain the protein data set from the
SCOP database. After that, the second step was extracting the protein’s family and superfamily on the
data set. In the third step, the remote homolog proteins were determined. Identifying the homolog and
remote homolog proteins with each other can be conducted by looking at the similarity of the sequences
of proteins. Proteins with more than 40% sequence similarity are defined as homologs.

Moreover, proteins with a pairwise sequence similarity between 20% and 40% were defined as remote
homolog. Identifying whether the proteins were homolog or remote homolog to each other can be determined
by recognizing the families and superfamily of the proteins. Next, the basic structure of the study was built on
this knowledge.

2 Materials and Methods
2.1 Data Set

SCOP database is known as a gold-standard protein database [20]. In the experimental study, three
different data sets from the SCOP database were used to detect remote homolog proteins, 2 of which had
previously been used to detect remote homolog proteins, SCOP 1.53, SCOP benchmark, and the newly
created SCOP benchmark data set from SCOPe 2.07.

Families containing at least ten homolog proteins and at least five superfamilies outside of the
superfamily of the target family were chosen from the SCOP 1.53 protein database as 54 families. Next,
4352 protein sequences were taken from the SCOP 1.53 protein database to detect remote homolog
protein. The e-value of the pairwise alignments of these protein sequences taken from the Astral database
was not higher than 1072° [21]. These proteins belonged to 1356 different families and 853 different
superfamilies. The SCOP benchmark data set, comprising 102 target families, was taken from the SCOP
database and was similar to the SCOP 1.53 data set. The SCOPe 2.07 vl benchmark data set shall
consist of 51 target families taken from the SCOP database from SCOPe 2.07. New SCOP benchmark
data set from SCOPe 2.07 were created by choosing target families containing at least five homolog
proteins and at least five proteins outside the target family’s super family.

The basic building blocks of the protein sequences were amino acids. A unique protein containing a
unique genetic code was identified by linking various amino acids with varying numbers, from 9 to 700.
The 20 major amino acids were in the protein production were as given in Q = {4, C, D, E, F, G, H, [,
K L MNP QRSTVWY}[13,14].

2.2 N-Gram

An n-gram is the n-length sequence of slices of an item, such as the number, digit, word, letter, etc. The
n-gram is also called the multi-word unit. In n-gram, a unigram is a sequence with one length of an item; a
bigram is a sequence with two lengths of an item, a trigram is a sequence with three lengths of an item, etc. In
this study, the items were protein sequences composed of amino acids. Hence, the n-gram slices were
composed of amino acids extracted from the proteins. Therefore, Bigrams, which are two amino acids,
were used in the study.

The n-gram technique was used to obtain protein features to classify proteins in this study because
studies in the field of bioinformatics have benefited from NLP studies over recent years. Character-level
n-grams have been used to find morphological variations, such as misspelling and stemming [22]. As the
maximum length of n-grams increases, the cost increases, even though the success of the classification
increases. Conversely, for n-grams, if only get the maximum length of 2, it dramatically reduces the
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success of the classification. Generally, a maximum length of up to 3 or 4 is the most preferred for n-gram,
even though it slightly increases the feature space and costs [22].

2.3 TF-IDF Weighting

TF-IDF weighting is obtained from the TF-IDF matrix, created by multiplying the term frequency (TF)
and inverse document frequency (IDF) values. Eq. (1) shows the common TF-IDF weighting formula, which
comprises the TF in Eq. (2), which is an abbreviated term frequency and IDF in Eq. (3) is an abbreviated
inverse document frequency.

TF — IDF = TF % IDF (1)

TF = ff;; @)

IDF = log (%) 3)
N

Wij—if,; * log (3) “4)

where w(i,j) in Eq. (4) is the weight of n-gram i in protein sequence j, N is the number of protein sequences in
the protein data set, #f;; is the n-gram frequency of bigram i in protein sequence j, and df; is the protein
sequence frequency of n-gram i in the data set, in consequence of n-grams are terms.

2.4 Smoothing

The imbalanced data problem appeared when the training samples were distributed at very different rates
among the different classes. In other words, several samples in one class in the training data were much less
or more than in the other classes. This is called the imbalanced data problem [23]. It is characteristic in an
imbalanced data problem that the number of samples in the positive training data set is notably smaller than
that of the negative training data set in the remote homology problem, which is a binary classification
problem.

As Chawla described in 2002, the synthetic minority oversampling technique (SMOTE) is used to
manufacture new samples from existing data to bring the data set into balance [19]. The basic working
principle of the SMOTE algorithm is as follows:

L. It selects samples closest to the property space.
II. Among these selected samples, it draws a line in this property space.
III. It creates new samples by selecting new points on this line.

2.5 Deep Learning

To gather the most accurate information from raw data for a specific purpose, deriving the best
representative features is a difficult machine learning problem, especially in high-dimensional data.
Therefore, it is a very important development to automatically learn and extract the most appropriate
features of deep learning algorithms for learning representative from raw data [24,25]. In addition to this
automated feature of learning and extraction, racing the computing capacity and power, the development
of algorithms and remarkable effects in the big data area have made deep learning popular as a best-
performing machine learning algorithm in recent years [25-36].

As a rule, a deep learning architecture comprises an input, hidden, and output layer. Publicly, various
functions, such as activation and optimization functions on the layers, are used. The activation function
choice is an essential factor in performance optimization and capacity of the deep learning architecture



CSSE, 2023, vol.46, no.3 3707

designed. The most preferred activation functions are rectified linear unit (ReLU), leaky ReLU, scaled
exponential linear unit, softmax, and Hyperbolic Tangent (tanH). The softmax activation function is
mainly used as an activation function in the output layer [27]. In this study, the softmax function was
experimented with to classify proteins into remote homolog or non-remote homolog in the output layer.

In the deep learning model, the overfitting problem may be encountered when training with a limited
number of learning samples the learnable parameter. Various functions, such as dropout, ReLU,
initialization/momentum, denoising, and batch normalization, can be used to reduce the overfitting
problem [34]. The dropout function was used in the recent research to reduce overfitting after the input
layer and hidden layers.

There are many unique libraries, such as Caffe, Keras, Tensorflow, Torch, and Theano, for implementing
deep learning [32]. Keras is an open-source Python deep learning library that has been widely used in many
studies [37,38]. The current study was implemented using the Keras library backend Tensorflow.

The inputs for the study’s deep learning model are smoothed data sets of protein sequences obtained after
TF-IDF weighting processes of n-grams. The smoothed protein sequences are classified with the deep learning
architecture designed. The deep learning architecture of the experiment consisted of an input layer with
1200 neurons, three hidden layers with 600,300,100 neurons respectively, and an output layer. The dropout
function with a 0.5 rate was used to reduce overfitting after the input layer and hidden layers. The model
was trained using the Root Mean Squared Propagation (RMSprop) optimizer. The softmax function was
used to classify the proteins into remote homolog or non-remote homolog in the output layer.

3 Results

In this study, a new system was established using sequence similarity and family and superfamily
similarity. Proteins belonging to the same superfamily but a different family was remote homolog
proteins with each other. In contrast, proteins that belonged to the same superfamily and family were
homolog proteins with each other. Hence, in this study, for coding the result, 1 was used as the remote
homolog protein tag, and 0 was used for the non-remote homolog protein.

The system herein was created by labeling proteins from the same superfamily and different families as
remote homolog proteins and proteins from a different fold as non-remote homolog proteins. Positive protein
instances are taken from within the same superfamily, while negative protein instances are taken from outside
the target superfamily. Negative instances are separated randomly into training and test sets. Positive test
samples are taken within the same family as the target family. Positive training samples are taken from
outside of the target family and within the same superfamily. The current experiment used negative and
positive protein instances to detect remote homolog proteins. In the system herein, positive test instances
were taken proteins from within the target family from the SCOP database. Positive train instances were
taken from proteins inside the same protein superfamily with the target family and outside the target
family from the SCOP database. Negative test and train instances were taken from outside of the
superfamily. Three different data sets, SCOP 1.53, SCOP benchmark, and the newly created SCOP
protein database, were used for remote homolog detection in this experimental study. The data sets of the
experiment are detailed in Section 2.1. With this study, it has been observed that the SCOP database is
useful in remote homologous protein detection studies.

Since remote homolog proteins look alike and have very small sequence similarities with one another, it
is pretty challenging to determine remote homology with the entire and single amino acid sequence similarity
of any protein. Hence, the next step was to extract n-grams from the protein sequences. The next step was to
obtain the TF-IDF matrix using extracted n-grams from the protein sequences. After n-grams of protein
sequences were taken and TF-IDF weighting calculation, the training data obtained was smoothed. Then,
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smoothing based on oversampling was applied to the data set reserved for the training process to prevent
misclassification. With the smoothing process, new samples for the minority class were produced so that
the number of samples in the minority class was equal to the number of samples in the majority class
on the data set reserved for the training process. The smoothing process was performed to balance classes
of the training protein data set using the synthetic minority oversampling technique (SMOTE). The next
step was classifying the proteins into remote homolog and non-remote homolog. The deep learning
architecture successfully classified the proteins into remote homolog or non-remote homolog The dropout
function after the input and hidden layers was performed to avoid overfitting. This study used the
softmax activation function to classify proteins as remote homologous or non-remote homologous in the
output layer. The deep learning architecture of the experiment is detailed in Section 2.5.

Accuracy, ROC score, and confusion matrix results of the remote homology detection with smoothing
and without smoothing process for between 1 and 5 grams of the target 1.4.1.1 family are shown in Table 1.
As given in the confusion matrix in the remote homology detection without smoothing in Table 1, all
23 positive instances for the target 1.4.1.1 family were misclassified. Hence, remote homology detection
without smoothing was unacceptable. Regarding accuracy, the confusion matrix, and ROC score, the best
performance n-grams from 1 and 5 grams are seen in Table 1. In 1-gram and 4-gram ftrials, although the
accuracy results seem to have decreased slightly after smoothing, the result of this study is not evaluated
only by looking at the accuracy results.

Table 1: Accuracy, confusion matrix and ROC score results of current experimental remote homology study
for with or without smoothing off the Nbc off protein of the Homeodomain family represented with 1.4.1.1 in
SCOP 1.53 using deep learning on epoch (150) with max features = 9000

n value Accuracy Accuracy  Confusion Confusion ROC score ROC score
on without with matrix without  matrix with without with
n-gram smoothing  smoothing smoothing smoothing smoothing smoothing
1 0.9886 0.9603 [1994, 0] [23, 0] [1916, 78] 0.6375 0.9626
[2, 21]
2 0.9886 0.9742 [1994, 0] [23, 0] [1944, 50] 0.6375 0.9725
(2, 21]
3 0.9871 0.9831 [1991, 3] [23, 0] [1967, 27] 0.6366 0.8898
[7, 16]
4 0.9886 0.9712 [1994, 0] [23, 0] [1951, 43] 0.6375 0.7441
[15, 8]
5 0.9886 0.9886 [1994, 0] [23, 0] [1994, 0] 0.6375 0.6375
[23, 0]

Table 1 shows a classification success should not be decided by looking only at the accuracy results.
Only the accuracy results are considered; the classification seems successful; the confusion matrix results
are considered too, and it was observed that there was a failure. This is because of the imbalanced data
problem. In other words, although the accuracy of the trials without the smoothing process seems
successful in this experiment, as it can be seen when looking at the confusion matrix, it finds the class of
the samples belonging to the class with a small number of samples to be incorrect and makes a wrong
classification. The smoothing process is carried out to prevent this situation.
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After the smoothing process, there is a decrease in accuracy between 1 and 4 grams, while there is no
change in the accuracy of remote homolog detection using 5 grams. However, the 5-grams trial cannot be
considered successful, depending only on the accuracy results. The confusion matrix results in Tables. 1
and 2 show this study’s completely remote homolog results. While the “current experiment” in Table 3 is
our remote homolog results of this study; references such as [3] in sources belong to previous studies.
Table 1, the entire remote homolog class for 5-gram is misclassified after the smoothing process. As there
are moved from 5-gram to 1-gram in Table 1, towards the smaller n-numbered grams, the success in
more accurately labeling the remote homolog class in the confusion matrix increases. Hence, n-grams
with small n numbers are more successful in smoothing numbers for remote homology detection. When it
is desired to choose the most successful detection between 1 and 2 grams, it is observed that remote
homolog protein detection using 2 grams in accuracy and ROC score values is more successful without
using 1-gram. However, the confusion matrices are the same. Therefore, in this study, test results are
given using 2-gram.

Table 2: Mean and best ROC values with smoothing of the current experimental remote homology study

Methods Mean ROC Data Set

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.8863 (mean score) SCOP 1.53

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.9967 (the best SCOP 1.53
score, not the mean)

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.8690 (mean score) SCOP

benchmark

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.9937 (the best SCOP

score, not the mean) benchmark

The new data set
from SCOPe 2.07

The new data set
from SCOPe 2.07

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.8965 (mean score)

Deep learning-smoothing & TF-IDF & n-gram (n = 2) 0.9955 (the best

score, not the mean)

Table 3: Mean ROC values of current experimental remote homology study and various remote homology
studies using SCOP 1.53 data set

Methods

Mean ROC

Sources

Deep learning-smoothing & TF-IDF
& n-gram (n = 2)
Deep learning-smoothing & TF-IDF
& n-gram (n = 2)

0.8863 (mean score)

0.9967 (the best score, not the mean)

Current experiment

Current experiment

SVM & n-gram 0.7914 (mean score) [3]
SVM & n-gram & LSA 0.8595 (mean score) [3]
SVM & n-gram & pl 0.8870 (mean score) [39]
SVM & n-gram & KTA 0.8920 (mean score) [39]
SVM & n-grams & LDA 0.9351 (the best score, not the mean) [6]
SVM & TF-IDF & n-gram & LDA 0.9435 (the best score, not the mean) [6]
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The experimental results of the detection using the deep learning of the remote homology of the proteins
of the 54 preferred families are shown in Table 2. The average and highest ROC scores obtained by testing
this newly designed method with three different protein data sets, SCOP 1.53, SCOP benchmark, and the
new data set from SCOPe 2.07, are given in Table 2. Depending on Table 3, the Mean ROC score of this
experimental remote homology detection study ranges between 86% and 90%; the best ROC score is
over 99%.

Homology studies using NLP techniques such as n-gram have been conducted. The common aim in the
current study and these studies in Table 3 was to perform an accurate remote homology detection without
structural information about the proteins.

The bag-of-words (BoW) model has been used with the BoW feature model to extract useful features
from protein data [3]. However, in the BoW model, while looking at how many times the word passes,
the order in which the term is located is not kept. Loss of order information is a factor that reduces
classification success. Therefore, the success of this study was increased by choosing TF-IDF
vectorization instead of the BoW model.

Yeh et al. showed that n-gram and TF-IDF were used to eliminate noise and reveal biologically
meaningful words [6]. As observed in the present experiment and other experiments, it was observed that
the choice of n-numbers for n-gram processing was the vital factor influencing the success of the n-gram
remote homology detection process.

In the study of Liu et al. [39], profile-based proteins (p1) or the kernel target alignment (KTA)-objective
function was used to optimize the weight of each kernel method after the n-gram model, and it was seen to
increase performance by between 3% and 13%. On the other hand, Yeh et al. [6] used both positive and
negative samples to improve the accuracy of their study, and the lack of a balancing function, such as
smoothing, was necessary because it was imbalanced data, which comprised the deficiency of their
research. The current study balanced positive and negative train data by performing the smoothing
procedure. On the other hand, Yeh et al. [6] owed its performance to using LDA.

4 Discussion & Conclusion

The discovery of unknown protein structures and functions has an important impact on the discovery of
new drugs in medicine today. In discovering protein structures, two important areas of bioinformatics,
homologous protein, and remote homologous protein detection, are useful.

Although protein homology and remote protein homology are similar problems, it has been observed
that remote homologous protein similarity is a more complex problem to solve. In this study, the focus
was placed on detecting remote homolog proteins, a difficult and important problem in bioinformatics, to
solve with low sequence similarity. Furthermore, due to the continuous increase of protein sequences,
protein data storage and processing are other problems to be solved. In addition, in protein data, the small
number of instances in remote homologous protein classes is a fundamental problem, as it causes
unbalanced class distribution.

One of the crucial steps to detect remote homologous with the best performance is to obtain the
properties of the proteins in the most useful way, while another is to classify these features in the best
way. Experimental results of the study on one of the widely-used protein benchmark datasets, SCOP
1.53, showed that deep learning with smoothing protein features based on TF-IDF weighting and n-gram
representative outperformed other related methods in terms of both the mean ROC score and accuracy.

Natural language processing can be used in bioinformatics problems involving text data like the n-gram
algorithm used in this study. Likewise, image processing techniques are used in protein structure problems.
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Therefore, as seen in this study, it is inevitable to use computer algorithms such as natural language
processing and image processing in medicine and bioinformatics problems.

Nowadays, new proteins are constantly being discovered whose structure and function are unknown.
The discovery of new proteins, the need to store and process large amounts of protein data, and to extract
information about these proteins bring to mind big data technology. Therefore, it will be beneficial to use
big data technologies in bioinformatics problems with rapidly increasing data sets such as remote
homologous protein. For this reason, it is planned to use big data technologies in the versions of the
study. In conclusion, deep learning with TF-IDF weighting and n-gram representatives may be a useful
tool for protein remote homology detection.
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