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Abstract: The invention of Phasor Measurement Units (PMUs) produce synchro-
nized phasor measurements with high resolution real time monitoring and control
of power system in smart grids that make possible. PMUs are used in transmitting
data to Phasor Data Concentrators (PDC) placed in control centers for monitoring
purpose. A primary concern of system operators in control centers is maintaining
safe and efficient operation of the power grid. This can be achieved by continuous
monitoring of the PMU data that contains both normal and abnormal data. The
normal data indicates the normal behavior of the grid whereas the abnormal data
indicates fault or abnormal conditions in power grid. As a result, detecting anoma-
lies/abnormal conditions in the fast flowing PMU data that reflects the status of
the power system is critical. A novel methodology for detecting and categorizing
abnormalities in streaming PMU data is presented in this paper. The proposed
method consists of three modules namely, offline Gaussian Mixture Model
(GMM), online GMM for identifying anomalies and clustering ensemble model
for classifying the anomalies. The significant features of the proposed method
are detecting anomalies while taking into account of multivariate nature of the
PMU dataset, adapting to concept drift in the flowing PMU data without retrain-
ing the existing model unnecessarily and classifying the anomalies. The proposed
model is implemented in Python and the testing results prove that the proposed
model is well suited for detection and classification of anomalies on the fly.

Keywords: Smart Grid; PMU data; incremental learning; classifying anomalies;
artificial intelligence

1 Introduction

PMUs are one of the most important smart grid monitoring resources since they enable dynamic view of
the power system’s state [1]. The data supplied by the PMUs is used for a variety of applications, including
state estimation, optimal power flow, and congestion management. This data, also known as synchrophasor
data, is particularly important since the control centers rely on it to make judgments. Real time monitoring of
power system changes can have several advantages for smart grid security. It will allow the operators to take
corrective control measures that can prevent grid failures from transforming into falling power outages [2].
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The issue of event identification/classification, together with event detection, is critical. A few examples of
the events are listed in [3–5]. In case of faults, the system parameters are abnormal which creates huge
disturbances in the system. During abnormal system conditions, there will be a lot of frequency variations
[6]. Although PMUs have been increasingly deployed in the modern power system, real time utilization
of PMU data is not yet realized completely. Hence, the PMU data has been used only for offline
exploration of events and post-event analysis [7].

The PMU analyzes streaming electrical data that contains largely normal values, but when the normal
values deviate, it indicates a system anomaly. As mentioned in [8], anomalies are caused by sensor failure,
data transmission errors, and unusual behavior of the system. Generator outages, line outages, PMU outages,
and intrusions are examples of probable abnormalities in PMU data [9]. If anomalies in streaming data are
undetected, the essential remedial control measures will not be done in the required time frame. The
following are some of the difficulties in identifying abnormalities in fast flowing PMU data: 95 percent
of the values in streaming data are normal, whereas only 5 percent of the readings are abnormal; lack of
labeled dataset to train the detection model; detecting anomalies within few seconds and lack of
benchmark as mentioned in [10] and [11].

The key determination of this research work is launching of real-time methodology to promote remote
examination of smart electrical grid for anomaly tracking, identification and classification. The proposed
model consists of 3 modules namely, offline GMM, online GMM and clustering ensemble methods. The
main idea behind the modules is as follows: the offline GMM is trained using normal PMU data and any
data whose log-likelihood is not in the range of the normal data is considered as anomalies, then the
online GMM is used to update the current model if there is concept drift considering catastrophic
forgetting effect which are the two major issues of streaming data. The anomalies are classified using
clustering ensemble model into their respective categories. The events considered here are Line to Line
fault (LL), Single Line to Ground fault (SLG) and Double Line to Ground fault (LLG).

The structure of the paper is as follows: The related works are discussed in Section 2. The proposed
methodology for anomaly detection and classification is provided in Section 3 and the experimental
outcomes are delivered in Section 4. In Section 5, the paper is concluded.

2 Related Works

The related works in anomaly detection and classification has been divided into two divisions namely:
incremental learning and ensemble models. In the field of streaming data classification, large number of
researches have been carried out to address the issues, such as, concept drift, catastrophic forgetting
effect, memory usage and class imbalance. In [12], for classification in streaming data, a joined offline k
Nearest Neighbor (kNN) and online k-means algorithm is proposed. The result of classification using
hybrid of the two algorithms outperformed the other two when they are used individually. The drawbacks
of individual methods are overcome when they are combined together so the hybrid approach is more
promising than the individual methods. In [13], an adaptable framework for life-long learning is
proposed. The offline classifier is the local generalized learning vector quantization and the online
classifier is the incremental online learning vector quantization and a classifier choice which intervene
between the online and offline classifier dependent on their confidence values is proposed. In [14], online
micro cluster based nearest neighbor algorithm is used to perform scalable real time streaming data
classification. In [15], online algorithms namely Incremental Support Vector Machine (ISVM), Online
Approximate Support Vector Machine (LASVM), Online Random Forest (ORF), Incremental Learning
Vector Quantization (ILVQ), Learn Plus Plus (LPPcart), Incremental Extreme Learning Machine (IELM),
Stochastic Gradient Descent (SGDlin), Naïve Bayes Gaussian (NBGauss) are reviewed and compared.
These algorithms are compared in terms of accuracy for 15 datasets out of which 11 datasets are with
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concept drift. The Incremental Gaussian Mixture Network (IGMN) [16] is able to learn from continuous
streams in one-go but the running time is OðNKD3Þ where N is the number of data points, K is the
number of mixtures and D is the number of dimensions. The drawback of this method is overcome in
[17] by introducing fast online GMM which reduces running time to OðNKD2Þ which works with
precision matrices rather than covariance matrices. In [18], online incremental split-merge Expectation
and Maximization (EM) and online incremental traditional EM with Universal Background Model –

GMM are proposed for speech processing applications. The main advantage is that the model parameters
are changed adaptively and dynamically with less calculation and capacity necessity. Experiments are
carried out using both synthetic dataset and speech data from TIMIT Acoustic-Phonetic Speech Corpus
[19] and their performance is evaluated using accuracy. The main drawback is that they do not guarantee
the convergence but keep the number of mixtures fixed. In [20], multivariate regression with incremental
learning of GMM is proposed. The technique adopted is online GMM and the similarity between the
clusters is determined using Kullback-Leibler divergence. The main advantage is that it solves the
regression problem for multivariate input-output systems but comparison with other incremental
approaches is missing. Experiments are conducted using synthetic 2D dataset and the performance is
evaluated using accuracy. In [21], the proposal of tracking concept drift is suggested. This method is
based on incremental learning which is verified to track concept drift but it has a disadvantage of working
only for the GMM based models. The experiments are conducted using Text REtrieval Conference
(TREC) video retrieval evaluation 2004 and the performance is evaluated using average precision. In
[22], incremental GMM for learning movements of humanoid robot is proposed. In [23], the robot that
used adaptive computer vision algorithm using online GMM to classify the terrain as drivable and non-
drivable is discussed. Online GMM is able to adapt to the changing color of the drivable surface. The
experiments are carried out using terrain classification dataset and performance is evaluated using false
positive rate. In order to update the GMM model, it is suggested in [24] to account the temporal
coherence features of data streams. The new data is taken into account, which varies smoothly over time,
and the GMM parameters are adjusted accordingly. If the Gaussian components do not accurately
represent the new data points, a new approach is proposed for adjusting parameters of GMM. The authors
of [25] suggested creating a new GMM by picking the best GMM based on Bayesian Information
Criterion (BIC) evaluation after evaluating numerous GMMs, and advised creating a compound model by
combining the new and old GMM’s related components.

For classification of data streams, the ensemble-based techniques are the most commonly used
techniques. A survey on ensemble learning for data stream classification is given in [26]. They proposed
a taxonomy derived from the study of over 60 algorithms for data stream ensemble learning. In [27], the
Coverage Based Ensemble Algorithm (CBEA) is proposed, which is an online learning algorithm that
learns at any time, operates on flowing data streams which are randomly distributed. In [28], from a
sequence of input training data different classifiers are created. These classifiers classify large-scale
streaming data using a heuristic substitution strategy which respond quickly to concept drift. A new
ensemble-based algorithm suitable for classifying streaming data is suggested in [29]. The updating
method promotes model adaptability as a result of concept drift, allowing the ensemble to obtain
information to address poor results while slowing the updating speed in static concepts. Recent works use
deep learning concept to detect anomalies such as Convolutional Neural Network (CNN) is used to detect
anomalies in the PMU data in [30], feature complementary work is used in [31] and real-time small
object detection is used in [32].

The main novelty projected in this research work is that anomaly detection in multivariate PMU
streaming data has been addressed very effectively comparing with other models which has not been
reported in literature works. The proposed model is the combination of identification of abnormalities and
classification in PMU data. It is completely computerized, intelligible and particularly interpretable. In

CSSE, 2023, vol.46, no.3 3389



order to cope the trained model for concept drift and catastrophic forgetting effect, online GMM has been
developed and implemented in PMU dataset through which efficient anomaly detection is performed. The
advantage of this research work is that in addition to the discovery of abnormalities they are labelled on
the fly under the respective category using clustering ensemble method.

3 Proposed Framework for Anomaly Detection and Classification

The framework that has been proposed is a fusion of anomaly detection and classification in the PMU
data on the fly. Offline GMM method is used to identify the abnormalities in the multivariate PMU data
which is based on density estimation technique [31]. Online GMM is used to manage the catastrophic
forgetting effect and also the notion of the concept drift [32]. The anomalies that are identified using the
offline GMM and the online GMM are fed as the input into the clustering ensemble technique in order to
label the various anomalies including the LL, SLG and LLG. The methodology of the proposed system is
illustrated in Fig. 1 which includes three modules: offline GMM, online GMM and clustering ensemble
method.

3.1 Offline GMM

Using density estimation technique, the offline GMM identify the abnormalities in the PMU data on the
fly. The data gathered from PMU is 95% of the time normal in nature and the dataset used in this research has
only normal data. So a generative model based on GMM is built in order to characterize the normal PMU
data. The PMU data is highly correlated so when data from the PMU comes, principal component
analysis is employed to extract the most discriminant features that are independent and also which
preserve variance to a larger extent. The k-Means algorithm is used for the variables that were selected in
order to understand the quantity of the cluster that is present in the PMU data. The log-likelihood of each
of the training data is inspected and minimum and maximum values are fixed as thresholds. For testing
purpose anomalies are simulated and included in the PMU dataset. During testing, if the log-likelihood of
the test data lies beneath the smallest threshold value or higher than the utmost threshold they are
measured as anomalies. The diagrammatic representation of the offline GMM for anomaly detection
model is given in the Fig. 2.
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3.2 Online GMM

The offline GMM which is trained using the historical data will give accurate result for the new
incoming data as long as the probability distribution of new data are similar to the historical data. Hence,
the log-likelihood of recent data will be in same range as log-likelihood of the historical data. But when
the probability distribution of recent data is no longer similar to the historical data, the offline GMM will
not give the correct result which indicates concept drift and its parameters should be updated using the
recent data. The presence of concept drift can be determined by checking the F1 score of consecutive
10 window data. If the F1 score decreases below 0.9 for all the 10 windows, then it indicates the
presence of concept drift [33]. The online GMM will update the parameters using the offline GMM as
well as the recently arrived data in the last 10 windows.

Let gPðzÞ represents the GMM fitted using the historical data z1; z2;…zP with parameters
px; lx;�x; x ¼ 1; 2;…:Kg where lx is the mean, �x is the covariance of each component, px is the mixing
weight and Kg is the number of components/mixtures. Let aQðzÞ represents the GMM fitted using recent
data zPþ1; zPþ2;…zPþQ with parameters py;ly;�y; y ¼ 1; 2;…:Ka where ly is the mean, �y is the
covariance of each component, py is the mixing weight and Ka is the number of components/mixtures. To
merge the components, present in these two GMMs, the closeness of the components are checked using
Mahalanobis distance, d. If d � f where f is one standard deviation is selected as an acceptable
threshold then the two components are considered to be close, then the mean, covariance and mixing
weights are updated using the Eqs. (1)–(3).

l ¼ Ppxlx þ Qyly
Ppx þ Qy

(1)

X
¼ Ppx�x þ QyQy

Ppx þ Qy
þ Ppxlxl

T
x þ Qylyl

T
y

Ppx þ Qy
� llT (2)

p ¼ Ppx þ Qy

P þ Q
(3)

For the left out mixtures y in aQðzÞ, which are not close to any mixture in gPðzÞ, a new mixture is created
in gPþQðzÞ with mean l ¼ ly and covariance � ¼ �y with an updated weight as given in Eq. (4) as
follows:

p ¼ Qy

P þ Q
(4)

For left out mixtures x in gPðzÞ, which are not close to any mixture in aQðzÞ, a new mixture is created in
gPþQðzÞ with mean l ¼ lx and covariance � ¼ �x with an updated weight as given in Eq. (5)

p ¼ Ppx
P þ Q

(5)

Now this adapted model can detect anomalies in the streaming PMU data.

3.3 Clustering Ensemble Method

The clustering ensemble technique uses the anomalies that are present in the streaming PMU data as
input. These anomalies are identified using the offline GMM. The ensemble technique is used to classify
the anomalies under the categories of the LL, SLG and LLG. The labeling of the data in the streaming
PMU data is not possible under the online conditions, so this adds to the reason for using the clustering
ensemble technique. The clustering ensemble technique consists of three modules which includes the
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ensemble member generation, consensus function and evaluation as shown in Fig. 3. The ensemble members
used in the work are produced by the clustering method which includes the GMM method, hierarchical
clustering and the k means clustering. The main function of a consensus function is to combine the
results of the partitions to get the ultimate cluster result P�. The proposed work uses the following
consensus functions which include the Cluster-based Similarity Partitioning Algorithm (CSPA), Hyper
Graph Partitioning Algorithm (HGPA) and Meta-Clustering Algorithm (MCLA) [34]. For each clustering,
CSPA creates a similarity matrix, which is an n × n matrix with n being the number of data points. If two
items are in the same cluster, their similarity is 1, otherwise it is 0. The entry wise average of m such
matrices represents the m sets of groupings that create an overall similarity matrix when m clustering
techniques are utilized. The cluster ensemble problem is defined in HGPA as partitioning the hyper graph
by cutting the smallest number of hyper edges. The method of finding a hyper graph partitioning that
minimizes net cut is known as hyper graph partitioning. Hyper edges are edges that connect more than
two vertices in a hyper graph, which is a generalization of a graph. The weight of all hyper edges is
assumed to be the same. In addition, all vertices have the same weight. k-way partitioning of H allocates
vertices of H to k disjoint non-empty partitions given a hyper graph H. The goal of the k-way
partitioning is to find the smallest cost function possible. The number of hyper edges that span more than
one partition, or more generally the sum of weights of such edges, is a typical cost function. The hyper
graph is used to create a meta graph in MCLA. The edge weights are proportional to the vertices’
similarity. The Jaccard measure is used to determine similarity. Each cluster is represented by a hyper
edge and is referred to as a meta cluster in this case. In MCLA, the goal is to aggregate and compress
related hyper edges, then assign each object to the collapsed hyper edge in which it plays the most
prominent role. The final step used in the proposed work is to evaluate the performance metrics of the
proposed model. To compute accuracy, clustering ensemble methods namely, Normalized Mutual
Information (NMI) and the Adjusted Rand Index (ARI) [35] are used.

4 Experimental Results and Discussion

Experiments are carried out using the PMU dataset from the EPFL Institutions’website. Fig. 4 shows the
16 features that make up the PMU dataset. The PMU produces a measurement every 0.02 s, therefore one
hour of PMU data has 1,80,000 readings. The proposed offline GMM comprises of 1 h data for 10 days
from the month of May 2016, with one measurement picked as a sample randomly for every
500 measurements. As a result, 360 samples are taken per hour, and 3600 samples are obtained
throughout the course of ten days. The total data is divided into two partitions for the testing and the
training: 70% training data and 30% testing data. The offline GMM model is trained using only normal
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data. As PMU data anomalies are not readily available, line faults such as SLG, LL, and LLG are simulated
for testing purposes. For SLG fault, the current in phases B and C must be zero, while the current in phase A
must be greatest, as shown in Eq. (8). The magnitude of the phase B and the phase C are both zero and these
results in the angle of the phases B and C to be zero too. The current magnitude of the phase A is greater,
which is got by multiplying the data point of the phase A magnitude by a factor of

ffiffiffi
5

p
. The condition for LL

fault is that the value of voltage in the phase B and phase C are always equal, whereas the value of current in
phase C is equal to the negative value of the current in phase B. The value of the current in the phase A is
always zero as given in the Eq. (9). In the observer dataset the current angle of the phase A is zero since the
value of current magnitude of phase A is found to be zero. The other features remain the same. The condition
for LLG fault is the current in phase A, voltage in phase B, and current in phase C are all zeroes, as shown in
Eq. (10). Because the current magnitude of phase A is 0, the current angle of phase A is also zero, and the
observed dataset’s other features stay unaffected. The proposed system generates anomalous data under each
fault category by combining the conditions indicated in Eqs. (8)–(10) on the regular data set.

Ib ¼ Ic ¼ 0 and Ia is maximum (8)

Ia ¼ 0; Ib ¼ �Ic and Vb ¼ Vc (9)

Ia ¼ 0; Vb ¼ Vc ¼ 0 (10)

After the anomalies have been replicated, a dataset with the combination of the normal and anomalous
data is created for testing. The model’s training is finished using 70% of the normal PMU dataset. The testing
is finished with 30% of the remaining dataset, which is made up of equal number of normal data and
simulated anomalies. Offline testing and online testing approaches are carried out. For online testing the
PMU data is converted to streams by treating it as chunks in Python with a constant window size of 100.
The labeled dataset is used to test the trained model. Precision, recall, and F1 score are the performance
measures given by Eqs. (11)–(13) are used to evaluate the proposed model’s performance.

Figure 4: Samples from the PMU dataset
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F1 ¼ 2 � Recall � Precisionð Þ
Recall þ Precision

(11)

where

Precision ¼ true positive

true positiveþ false positive
(12)

Recall ¼ true positive

true positiveþ false negative
(13)

On 4235 data with 2, 6, 9, 13, and 15 features, there are 1270 testing data with 635 normal data and
635 anomalies. The result of testing in offline mode is shown in Table 1. For online testing, the test
dataset was broken into chunks of size 100. The test dataset has 1270 data points divided into 13 pieces,
with 12 chunks containing 100 data points and the final chunk containing 70 data points. Table 2 shows
the F1 score of testing data in online mode with 13 chunks for 2, 6, 9, 13, and 15 features, demonstrating
that the system can detect abnormalities in streaming PMU data with a low false positive rate and no
false negatives.

Table 1: Testing results in offline mode

Number of features True positive False
positive

False
negative

True
negative

Precision Recall F1

2 635 2 0 633 0.99 1 0.99

6 635 3 0 632 0.99 1 0.99

9 635 1 0 634 0.99 1 0.99

13 635 0 0 635 1 1 1

15 635 1 0 634 0.99 1 0.99

Table 2: F1 score of testing data in online mode

Chunk No 2 Features 6 Features 9 Features 13 Features 15 Features

1 0.9714 1 1 1 1

2 0.9434 1 1 1 1

3 0.9495 1 1 1 1

4 0.9783 1 1 1 1

5 0.9545 1 1 1 1

6 0.9451 1 1 1 1

7 0.9697 1 1 1 1

8 0.9375 1 1 1 1

9 0.9592 1 1 1 1

10 0.9485 1 1 1 1

11 0.963 1 1 1 1

12 0.9615 1 1 1 1

13 0.9508 1 1 1 1
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The experimental set up for online GMM is the input is processed batch by batch with a window size of
100. Prequential testing [36] has been adopted for testing the streaming data so there is no test train split. The
online GMM has been tested with the remaining samples of the month May and the month June. The number
of features considered for online GMM is 15 as the offline GMM produce good result for 15 features. The
offline model gives F1 score below 0.9 for the samples taken from the next ten days in the month of May
which indicates the presence of concept drift and it is depicted in Fig. 5 and then the online GMM is
updated with the recent 10 batches of data. The results prove that the recall and precision of online GMM
is well above 0.98.

The experimental set up for clustering ensemble method is that around 1700 data were simulated and
there are 5100 data in total. The total data is divided into a ratio of 70:30 for training and testing. So
training data consists of 3570 data and testing data consists of 1530 data. GMM, Hierarchical and the k
means algorithm were used to produce partitions and the labels. Consensus function such as CSPA,
HGPA and MCLA are used to combine the labels that were produced. Performance metrics such as NMI
and ARI is used to measure the quality of the clusters. In order to visualize the dataset, principal
component analysis is applied. The three types of faults namely SLG, LL and LLG are clustered and the
results are shown in Figs. 6a–6d respectively. The three type of faults namely SLG, LL and LLG with
normal data is clustered and the results are shown in Figs. 7a–7d respectively. Fig. 8 briefs the detail of
the normalized mutual information of the anomalies that are present in the PMU data. CSPA and MCLA
projected value of 0.86 whereas HGPA received value of 0.55 in the clustering technique. This shows
that if the NMI value is high then the clustering results are high. Fig. 9 showcases the ARI values. k
means clustering performed well among all methods. GMM had value of 0.90 and agglomerative
clustering had value of 0.81. The obtained outcomes prove that clustering ensemble technique achieves
well when compared to the individual clustering methods. The confusion matrix for the results are given
in Table 3.
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The results of the suggested work is compared with the current works and is shown in the Table 4. This
explains that the performance of the proposed model is good when compared with the other research works
that are carried out in parallel by other researchers in this field. The proposed scheme detected and classified
anomalies using density based method and clustering ensemble method. Keeping in view the challenges of
streaming data, the proposed scheme is incremental and adaptive to concept drift. Experimental results show
that our proposed approach outperforms other existing approach in terms of recall and precision. If the
detected anomalies are misclassified then the necessary corrective actions may not be taken at the right
time. This will lead to fault and the occurrence of fault will be propagated to nearby areas that will end in
regional blackout affecting the day to day activities of the common people.

Figure 6: (a) Visualization of anomalies using Principal Component Analysis (b) Result of K means
clustering (c) Result of Agglomerative clustering (d) Result of GMM
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Figure 7: Result of clustering of anomalous data and normal data (a) Normal data and SLG fault (b) Normal
data and LL fault (c)Normal data and LLG fault (d) Normal data, SLG, LL and LLG
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5 Conclusion

This work proposes the identification and classification of abnormalities in large amounts of multivariate
PMU data on the fly, which is not presented in previous works. This work focuses on detecting and
classifying anomalies by using all the variables present in PMU data utilizing three modules: offline
GMM, online GMM and clustering ensemble. The major motive for selecting unsupervised method is
that it is not possible to tag the fast flowing PMU data. In this research work we handled both
catastrophic forgetting effect and concept drift in an efficient manner using offline GMM and online
GMM. The concept of catastrophic forgetting effect has been overcome by the use of offline GMM and
not retraining the online GMM unnecessarily. This work considers samples of data from the month of
May and June from the PMU dataset. As a future work this can be extended to all the data in the stream
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Table 3: Confusion Matrix

True label SLG 510 0 0

LL 0 510 0

LLG 0 0 510

SLG LL LLG

Predicted label

Table 4: Performance comparison

Techniques Recall Precision Accuracy
(%)

Vector auto regressive model [37] – – 93

SyADC (combination of three unsupervised methods, k means, Isolation
forest and LoOP) [38]

0.99 0.99 99

PMUNET (deep learning based approach) [39] – – 97.94

Proposed model 0.99 1 –
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without taking samples. This work can be extended to find which type of concept drift is present in the PMU
data. The identification of concept drift in real time PMU dataset is a challenging task as the true labels are
not available. High detection performance has been achieved by the proposed framework by testing using the
streaming PMU data.
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