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Abstract: Predicting Bitcoin price trends is necessary because they represent the
overall trend of the cryptocurrency market. As the history of the Bitcoin market is
short and price volatility is high, studies have been conducted on the factors
affecting changes in Bitcoin prices. Experiments have been conducted to predict
Bitcoin prices using Twitter content. However, the amount of data was limited,
and prices were predicted for only a short period (less than two years). In this
study, data from Reddit and LexisNexis, covering a period of more than four
years, were collected. These data were utilized to estimate and compare the per-
formance of the six machine learning techniques by adding technical and senti-
ment indicators to the price data along with the volume of posts. An accuracy
of 90.57% and an area under the receiver operating characteristic curve value
(AUC) of 97.48% were obtained using the extreme gradient boosting (XGBoost).
It was shown that the use of both sentiment index using valence aware dictionary
and sentiment reasoner (VADER) and 11 technical indicators utilizing moving
average, relative strength index (RSI), stochastic oscillators in predicting Bitcoin
price trends can produce significant results. Thus, the input features used in the
paper can be applied on Bitcoin price prediction. Furthermore, this approach
allows investors to make better decisions regarding Bitcoin-related investments.

Keywords: Bitcoin; cryptocurrency; sentiment analysis; price trends prediction;
natural language processing; machine learning

1 Introduction

Bitcoin is a digital currency that utilizes blockchain, a decentralized encryption technology that enables
payments or remittances within a short time between parties without the utilization of a financial company
[1]. Since the late 2000s, various cryptocurrencies have emerged, attracting the attention of early adopters
and technicians interested in blockchain technology and its effects. In particular, market interest in
cryptocurrencies increased in late 2017 and early 2018, with Bitcoin and other cryptocurrencies recording
unprecedented returns [2,3]. Although the controversy over the merits of blockchain technology and the
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value of cryptocurrency continues, the cryptocurrency market has formed on a considerable scale, and the
number of institutional and individual investors has steadily increased [4,5]. Recently, the market
capitalization of cryptocurrency has reached 1.1 trillion dollars [6]. In this regard, cryptocurrencies
including Bitcoin are being recognized as a class of assets and cryptocurrency-related regulations are
gradually being established. According to previous studies, cryptocurrency can be utilized for purposes
such as portfolio diversification and hedging of portfolios [7–11].

Bitcoin is a representative asset in the cryptocurrency market. Since its launch on January 3, 2009, Bitcoin
has become a symbolic asset leading to the cryptocurrency market [12]. According to [13], Bitcoin’s market
share accounts for 35%–75% of the total cryptocurrency market value, and other cryptocurrencies tend to
move along with the price trends of Bitcoin [14]. Therefore, if the price trends of Bitcoin can be predicted,
it can provide a big opportunity for cryptocurrency investors. In addition, understanding of the factors
influencing Bitcoin’s price formation is important from a global economic point of view.

However, the cryptocurrency market has a short history and is highly volatile. Thus, unlike traditional
assets, achieving good predictive performance based simply on past sequential price data and technical
indicators is not possible. Unlike stock investors, who can acquire various types of information to gauge the
value of a company, cryptocurrency investors tend to rely on media information because there is a lack of
evidence to judge the value of cryptocurrency. According to [15,16], the cryptocurrency market reacts
strongly to news and social media. Studies have been conducted on how the sentiments evoked by news or
social media in the public affect the decision to invest in cryptocurrencies. In other words, various studies
have predicted a correlation between the sentiment index of text data and Bitcoin price movements.
However, most of the existing studies employed only the sentiment index and price data [17–19].

In this study, a methodology using both sentiment index and technical indicators is presented. Social
media data were collected from Reddit and news data were obtained from LexisNexis. Additionally,
investor sentiment was contemplated by adopting a sentiment index with a daily posting volume to
existing historical price data and various technical indicators. The effectiveness of predicting Bitcoin
price movements was explored by considering both emotional and technical indicators. Diverse machine
learning models were employed: logistic regression, naïve Bayes, support vector machine (SVM), random
forest, extreme gradient boosting (XGBoost), and light gradient boost model (LightGBM). The current
section is followed by the Related Works section which examines relevant literature. The Methods section
describes data collection and analytical processes. The Results section reports the findings, and the
Conclusion section reveals the implications of this study.

2 Related Works

First, the authors briefly reviewed previous studies on the factors affecting the price change of Bitcoin.
Second, studies using sentiment analysis in predicting Bitcoin prices were illustrated. Lastly, research on
prediction tasks using diverse machine learning models in several domains were examined.

2.1 Factors Affecting Changes in the Price of Bitcoin

With the rapid growth of the cryptocurrency market, various studies on Bitcoin have been conducted.
Owing to the high volatility and short history of Bitcoin, researchers have focused on the factors that
affect its price. According to [20], external shocks, including interest rates and exchange rate fluctuations
affect Bitcoin prices. In [21], the price of Bitcoin was found to be unrelated to or negatively correlated
with other types of financial assets such as gold, dollars, and major stock market indices. Reference [22]
found that speculative sentiment of investors toward Bitcoin has a significant impact on price changes in
short-term. It was suggested in [23] that fundamental factors such as real use in transactions and money
supply affect the long-term price of Bitcoin, and investors’ interest in cryptocurrency reinforces this
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phenomenon. In [24], Google search term queries were used on Bitcoin to reveal that global interest in
Bitcoin precedes price increases; in contrast, prices fall when fear of market collapse increases. In [25], it
was found that public interest and Bitcoin prices had a high correlation. Pearson’s correlation coefficient
was utilized to show that Twitter sentiment helps predict changes in Bitcoin prices [26]. In [15], it was
also revealed that Twitter sentiment and text volume affect the Bitcoin price. However, it is difficult to
predict the price trends of Bitcoin by considering only these fragmentary factors.

2.2 Study on Predicting Bitcoin Prices Using Sentiment Analysis

In recent years, studies have been conducted by considering social media, forums, and news posts to use
investor and public interest sentiments to predict the price of Bitcoin. In [17], the sentiment score acquired using
the valence aware dictionary and sentiment reasoner (VADER) during the Coronavirus disease-2019 pandemic
had an important correlation with short-term trends in Bitcoin prices. In [18], SVM, regression models, and
Twitter sentiments were adopted to gauge changes in the price of Bitcoin. In [19], logistic regression with
tweets and news headlines was used to predict price alterations in Bitcoin and Ethereum. The methodology
showed 43.9% accuracy for price increases and 61.9% accuracy for price decreases. Based on previous
studies, using social media or news data can be an appropriate approach to assess the overall investor
sentiment. In addition, the authors focused on the fact that more accurate predictions could be made if
technical indicators which are used in stock or cryptocurrency trading were considered together.

2.3 Machine Learning for Prediction

Various machine learning algorithms are being used in several domains on performing prediction tasks.
For instance, machine learning models were adopted to predict tourist satisfaction in the tourism industry
[27]. The task was performed by employing survey data using K-nearest neighbor (KNN), tree, SVM,
random forest, naïve Bayes, and gradient boost models. The gradient boost model outperformed the
others with an accuracy of over 0.99. Table 1 presents studies on the application of machine learning
technologies for predictive tasks in various fields. Customer attrition was anticipated in accordance with
customer loyalty and conversion costs through various structured bank data, including company size and
savings deposits [28]. They found that a convolutional neural network (CNN) performed the best in this
task. In [29,30], machine-learning methods were utilized to improve user satisfaction through application
reviews. Along with LightGBM, logistic regression and XGBoost yielded prominent outcomes.
Experiments were conducted using LightGBM and logistic regression to calculate purchase intention
based on service-experience data [31]. The predictive performance of LightGBM was better than that of
logistic regression. In [32], it was suggested that applying machine learning algorithms to cardiovascular
disease prediction is promising, specifically revealing that SVM can outperform other models in the
medical domain. In [33], machine learning approaches were employed to anticipate fatty liver disease.
Random Forest executed best with an area under the receiver operating characteristic curve (AUC) value
over 0.92. An ensemble of different machine-learning classifiers was utilized for diabetes prediction [34].
The ensemble model with adaptive boosting (AdaBoost) and XGBoost achieved an AUC value of 0.95.
In [35], the authors aimed to predict stroke outcomes by applying natural-language processing-based
machine learning to brain MRI radiation reports. The results illustrated that multi-CNN produced the
highest performance among the machine learning models utilized while achieving an AUC value of 0.80.
In [36], an experiment was performed by employing a CNN, SVM, and ANN to analyze customer
satisfaction. They found that the CNN performed better on classification tasks than the other two models.
Reference [37] used seven types of machine learning models to classify airline customer feedback
sentiments into three classes and revealed that random forest had the best performance with an F1-score
of 0.86. In addition to the studies reviewed above, machine learning has exhibited excellent efficiency in
prediction tasks and is being actively applied in several domains [38–41].
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3 Method

In this section, description on overall flow of the experiment is stated. First, data collection for the
experiment was conducted. Afterward, preprocessing was performed to remove unnecessary text data.
Second, the technical indicators were calculated from the price data, and the sentiment index was
calculated from the text data. After merging the processed data, scaling was applied to match the scale of
the data. Lastly, classification was performed by putting scaled data into input of six machine learning
models. Accuracy, AUC, F1-score were adopted as evaluation metrics for classification performance. The
overall flow of the experiments is shown in Fig. 1.

Table 1: Summary of research on prediction tasks using diverse types of data and machine learning

Authors Data Method Best results

Shrestha et al.
(2022)

1500 survey data in Pokhara, Nepal Gradient Boost (Accuracy)
0.99291

Jung and Lee
(2020)

Customer data with loans from banks CNN (AUC)
0.864919

Lee et al. (2022) RoBlox application reviews LightGBM (Accuracy)
0.886894

Lee et al. (2022) Samsung Health application reviews Logistic
Regression
Naïve Bayes

(Accuracy)
0.8908
0.7413

Sharma and
Shafiq (2022)

Reviews from Amazon LightGBM (Accuracy)
0.961

Krittanawong
et al. (2020)

MEDLINE, Embase, and Scopus databases for the
prediction of stroke

SVM (AUC) 0.92

Wu et al. (2019) New Taipei City Municipal Hospital Ban-qiao
Branch under a liver protection project

Random Forest (AUC) 0.925

Hasan et al.
(2020)

PIMA Indians Diabetes (PID) dataset AdaBoost +
XGBoost

(AUC) 0.95

Heo et al. (2020) MRI text report multi-CNN (AUC) 0.805

Kumar and
Zymbler (2019)

Tweets related to several major airlines CNN (Accuracy)
0.794

Rane and Kumar
(2018)

14640 tweets for 6 major US Airlines Random Forest (F1-score)
0.865

Chatterjee et al.
(2022)

27,052 online reviews on 362 airlines SVM (Accuracy)
0.91

Chatterjee et al.
(2021)

186,057 reviews under the ‘Health and wellbeing’
category from trustpilot.com

XGBoost (RMSE) 0.78

Ahmad et al.
(2019)

Big raw data provided by SyriaTel telecom company XGBoost (AUC) 0.933

Chiny et al.
(2021)

100,000 customer reviews left on the Airbnb
platform

Multiple Linear
Regression

(Accuracy)
0.712
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3.1 Data Description and Collection

Because the price of Bitcoin represents the overall trend in the cryptocurrency market, data on the entire
cryptocurrency market must be collected to predict these values [42]. Hence, news and social media data
from August 1, 2017 to February 28, 2022 were acquired using various search queries. In all, 26,441 data
were collected from news articles obtained using “Bitcoin,” “Crypto,” “Virtual Asset,” “Ethereum,”
“BTC,” “ETH,” and “Blockchain” queries from LexisNexis. On Reddit, submissions and comments
contained in r/Bitcoin, r/Ethereum, and r/cryptocurrency subreddits were collected using the Pushshift
application programming interface (API). A total of 359,943 submissions and 26,003,561 comments were
collected. Bitcoin price data based on the U.S. dollar were collected from Investing.com, which included
dates, closing prices, opening prices, high prices, low prices, transaction volumes.

3.2 Preprocessing

In the Bitcoin price data, the values obtained by subtracting the opening price from the closing price on a
daily basis were defined as fluctuations (Fig. 2). Upward fluctuations were labeled 1, and downward

Figure 1: Experimental flowchart for predicting Bitcoin price trends
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fluctuations were labeled 0. Of the 1645 days of data, 862 days were labeled as 1 and 783 days were classified
as 0 (Fig. 3). Because there was no significant difference in the amount of data between the two classes, data
balancing was not performed.

Figure 2: Fluctuations in Bitcoin prices

Figure 3: Description of the label distributions
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3.2.1 Technical Indicators
Widely used technical indicators were selected by referring to existing papers on stock price predictions

[43,44]. Technical indicators were calculated by employing the collected Bitcoin price data using the Python
TA-lib library. The equation for each technical indicator is as follows.

The relative strength index (RSI) can be between 0 and 100. The closer this value is to zero, the stronger
the selling pressure; the closer it is to 100, the stronger the buying pressure [44].

RSI ¼ 100� 100

1þ RS
; (1)

RS ¼ Average
t day0s upclsoing price

t day0s downclosing price

� �
; (2)

where relative strength (RS) is the average increase in closing price during the calculation period divided by
the average decrease in closing price during the same period. The value of t was set to 14 days in the
experiments. The simple moving average (SMA) is the most basic moving average and is calculated by
adding the closing price for the past specific days and dividing it by the number of days [45].

SMA ¼ CM þ CM�1 þ � � � þ CM� t�1ð Þ
t

; (3)

where CM is the current closing price and variable t is set to 5, 20, and 60 in the experiments. The exponential
moving average (EMA) is an indicator that can be applied to evaluate short-term trends by using weighted
variables to increase the influence of recent values and lower that of past values [46].

EMA ¼ k � Close tð Þ þ 1� kð Þ � EMA t � 1ð Þ; (4)

K ¼ 2

N þ 1
; (5)

where Close(t) is the current closing price and K is the exponential smoothing constant. N was set as 10 days
in this experiment. Moving average convergence and divergence (MACD) is an indicator of the convergence
and spread of the moving average line, and the MACD signal is the 9-day MACD moving average [47].

MACD ¼ Short term EMA� Long term EMA: (6)

The short-term EMAwas set to 12 days and the long-term EMAwas set to 26 days in the experiments.
The stochastic RSI is a technical indicator used to determine whether an asset has been overbought or
oversold.

Stochastic RSI ¼ RSI � min RSI½ �
max RSI½ � � min RSI½ � ; (7)

where RSI denotes the current RSI and min [RSI] and max [RSI] represent the highest and lowest RSI
readings over the last 14 days, respectively. Similarly, stochastic oscillators are technical indicators that
can detect pattern breakthroughs and trend reversals [48].

%K ¼ C � Lt
Ht � Lt

� �
� 100 ; (8)

where Ht and Lt represent the highest and lowest prices over the previous three days, respectively, and C is
the most recent closing price.
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3.2.2 Sentiment Index
Duplicate and missing values were removed from the textual data. After posts containing uniform

resource locators were discarded, uppercase letters were converted to lowercase letters and special
characters were extracted. After the submissions, comments, and news were integrated into a single
dataset, sentiment analysis was performed. VADER, a lexicon-based unsupervised method, was used to
preprocess text data to obtain a compound score [49]. The threshold of the compound score was set to
0.1, and each post was labeled as a positive class if its value was higher than or equal to the threshold
and a negative class if it was smaller than the threshold. Based on [50], the sentiment measure was
calculated as the difference in the number of negative and positive posts on a given date (Fig. 4).

Sentiment index ¼ Mtpos � Mtneg

Mtpos þ Mtneg
; (9)

where Mtpos is the total amount of positive articles and Reddit statements, and Mtneg is the total number of
negative articles and Reddit statements on the day t, respectively. The range of values for the sentiment index
was limited from −0.5 to 0.5. If the sentiment index is close to −0.5, then most posts on that day contain a
negative tone, whereas if it is close to 0.5, posts mostly contain a positive tone. Based on previous studies in
which the post volume was shown to affect price fluctuations, the total post volume was added to the feature
[15,51]. Table 2 shows the input data format of the trend prediction model before scaling.

Figure 4: Distribution of sentiment index

2238 CSSE, 2023, vol.46, no.2



3.2.3 Data Scaling
After merging features, the training and test data were divided in the ratio of 8:2 [52]. Data from August

1, 2017, to March 31, 2021, were used as training data, and data from April 1, 2021, to February 28, 2022,
were used as test data.

A MinMax Scaler was used to match the scale of the data. After the training set was fitted, normalization
was performed on the test dataset. Finally, 16 features were used as inputs to the model: the highest and
lowest prices, trading volume, RSI, SMA-5, SMA-20, SMA-60, EMA, MACD, MACD signal, stochastic
RSI-fastk, stochastic RSI-fastd, stochastic oscillator index-slowk, stochastic oscillator index-slowd,
sentiment index, and text volume.

3.3 Models

In this study, the results were compared and verified using various algorithms, ranging from traditionally
used methods to recently used methods for classification tasks (Fig. 1). Six machine-learning classifiers were
employed: logistic regression, SVM, naïve Bayes, random forest, XGBoost, and LightGBM. To optimize the
model, the scikit-learn package in Python was employed, and the optimal hyperparameter combination was
explored through a grid search. In addition, the parameters were checked using 5-fold cross-validation.

3.3.1 Logistic Regression
Logistic regression is an algorithm proposed in 1958 [53]. This method is used to predict the likelihood

of an event using a linear combination of independent variables. Binary classification using logistic
regression is simple but performs well on various tasks. The logistic hypothesis and the time complexity
are as follows:

Table 2: Input data format of the trend prediction model

Date 2021-04-01 2021-04-02 2021-04-03

Text Volume 30448 32690 30020

Sentiment index −0.078428797 −0.045090242 0.028047968

High 59406.5 60134.9 59770.5

Low 58040.7 58466.5 56906.7

Vol 69040 72370 68740

RSI 60.26125647 60.85473413 54.37992432

SMA_5 57926.93984 58569.36016 58458.1

SMA_20 56795.84492 56684.94492 56582.25488

SMA_60 50929.58503 51353.94505 51713.52337

EMA 57020.38037 57376.18408 57318.6776

MACD 1471.562206 1535.562965 1415.251545

signal 1429.0926 1450.386673 1443.359647

Stochastic RSI_fastk 97.21136184 100 0

Stochastic RSI_fastd 98.94506525 98.94506525 65.73712061

Stochastic Oscillator Index_slowk 84.5299529 79.54794761 53.74193643

Stochastic Oscillator Index_slowd 86.73153497 84.13865115 72.60661231
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H Xð Þ ¼ 1

1þ e�WTX
; (10)

TimeComplexity ¼ Oðn�mÞ; (11)

where X is the input value, W is the weight of the model, n denotes the number of training examples, and m
denotes the number of features.

3.3.2 Naïve Bayes
The naïve Bayes is a probability classifier algorithm that applies the Bayesian theorem, which postulates

that individual independent variables of all dimensions are conditionally independent [54]. Despite its simple
assumptions and designs, the naïve Bayes classifier operates well in many complex real-world circumstances
and is used for classification problems in various fields. The Bayesian theorem and the time complexity are as
follows:

P H jeð Þ ¼ P ejHð ÞP Hð Þ
P eð Þ ; (12)

TimeComplexity ¼ Oðn�mÞ; (13)

where P H jeð Þ denotes the posterior probability of the class given predictor, P Hð Þ is the prior probability of
the class, P ejHð Þ is the likelihood, which is the probability of the predictor given class, P(e) is the evidence, n
is the number of training examples, and m is the number of features.

3.3.3 SVM
SVM is an algorithm that obtains the optimal decision boundary, that is, the hyperplane for

classification, which maximizes the margin, representing the distance between the decision boundary and
the support vector [55]. After defining the decision boundary, when a new input arrives, the classification
task is carried out by checking the side of the boundary to which it belongs. Classification using SVM is
robust and less likely to overfit. However, there is a disadvantage in that testing is necessary for various
combinations of parameters. The margin for the support vector and time complexity are as shown in the
following equation:

margin ¼ 2

kwk ; (14)

TimeComplexity ¼ Oðn2Þ; (15)

where w is the weight of hyperplane and n denotes the number of training examples.

3.3.4 Random Forest
Random forest is an ensemble machine learning model [56]. First, multiple decision trees are formed.

Then, new data points are simultaneously passed through each tree, and the final classification result is
selected through major voting. This algorithm prevents overfitting by generating numerous trees. The
decision trees operate in a manner that minimizes entropy.

Entropy ¼ �
Xk

i¼1
pilog2 pið Þ; (16)

TimeComplexity ¼ Oðk0 �m� n� log nð ÞÞ; (17)

where pi denotes the frequentist probability of class i in the training data, k′ is the number of trees, n is the
number of training examples, and m is the number of features.
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3.3.5 XGBoost
XGBoost is an ensemble technique that uses a combination of several weak decision trees [57]. A strong

prediction model is created by placing a weight on the learning error of the weak prediction models and
sequentially reflecting it in the next learning model. Although the learning and classification speeds are
very high because of parallel processing, overfitting easily occurs without proper parameter tuning.
XGBoost aims to minimize the following objective functions.

L fð Þ ¼
X

i
lðŷi; yiÞ þ

X
k
� fkð Þ (18)

Time Complexity ¼ OðK � d� kxk0 � lognÞ; (19)

where l denotes loss function between ŷi and yi, � is regularization parameter, K denotes the total number of
trees, d is the biggest depth of the tree, kxk0 represents the number of nonmissing items in the training data,
and n is the number of examples.

3.3.6 LightGBM
LightGBM is a decision-tree-based learning algorithm with a gradient-boosting framework [58]. While

most of learning algorithms based on decision tree extend trees level-wise, LightGBM extends trees leafwise.
Because the LightGBM continuously splits leaf nodes with maximum delta loss without balancing the tree,
the tree is deep and asymmetrical. If the tree is continuously divided, the prediction error can be minimized
by comparison with that obtained using the balanced tree division method. Because of this feature, the
LightGBM can easily handle large-sized data and consumes less memory when running. However, the
LightGBM can only produce good results when appropriate parameter tuning is applied. The time
complexity of LightGBM is as follows:

Timecomplexity ¼ Oð0:5� #feature� #binÞ: (20)

4 Results

In accordance with the guidelines in [59,60], the effectiveness of a classifier can be summarized using a
confusion matrix (Table 3). Four results were obtained from the confusion matrix: the accuracy, recall,
precision, and F1-score. In addition, the AUC value was used to assess the robustness of the classifier.
The closer the AUC is to 1, the better is the performance of the class-distinguishing model, and it is
sometimes used as a measurement parameter to replace accuracy [61]. XGBoost showed the highest
accuracy of 90.57% and an AUC value of 97.48. LightGBM showed good performance with an accuracy
of 89.36% and an AUC value of 96.96% (Table 4, Fig. 5).

Accuracy ¼ TP þ TNð Þ
TP þ TN þ FP þ FNð Þ ; (21)

Recall ¼ TP

TP þ FNð Þ ; (22)

Precision ¼ TP

TP þ FPð Þ ; (23)

F1� score ¼ 2 � Recall � Precisionð Þ
Recall þ Precisionð Þ : (24)
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5 Conclusion

The cryptocurrency market has grown rapidly and market awareness continues to increase [62]. As the
number of institutions and individual investors increases, cryptocurrencies are being recognized as a type of
asset. Thus, predicting the price of Bitcoin is a necessary financial task. To predict the trends in the price of
Bitcoin, logistic regression with tweets and news headlines was used, and a 61.9% accuracy for price decreases
and 43.9% accuracy for price increases were obtained [15]. In [63], an accuracy of 72% and precision of 76%
were achieved using a multilayer perceptron, SVM, and random forest classifiers with Twitter data.

However, previous studies have certain shortcomings. First, the data collected using the Twitter API
were limited because only 180 tweets were amassed every 15 min, indicating that the experiment was
conducted using only a fraction of all posts that were posted. Second, the prediction task for Bitcoin
prices was performed over a short period.

Table 3: Confusion matrix

Confusion matrix Real

Positive Negative

Prediction Positive True positive (TP) False positive (FP)

Negative False negative (FN) True negative (TN)

Table 4: Classifier results

Model Accuracy Precision Recall F1-score AUC

Logistic Regression 0.808510 0.750000 0.750000 0.823529 0.905981

Naïve Bayes 0.580547 0.780487 0.198757 0.316831 0.755434

SVM 0.784194 0.734375 0.875776 0.798866 0.874205

Random Forest 0.854103 0.855345 0.844720 0.850000 0.939958

XGBoost 0.905775 0.922077 0.881987 0.901587 0.974896

LightGBM 0.893617 0.903846 0.875776 0.889589 0.969609

Figure 5: Results of predicting the trends in the price of Bitcoin
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To overcome the limitations of previous studies, this study gathered data from Reddit, another
representative social media platform, to complement the limitations of Twitter data [64]. Unlike Twitter,
which is limited in terms of data collection using the API, all submissions and comments were collected
using Reddit's Pushshift API. In addition to the amount of data, data from Reddit are less noisy because
users communicate within a specific topic bulletin board called a subreddit. In addition, experiments were
performed using data spanning four years.

Finally, three indicators were applied as inputs to the model: technical indicators calculated using
Bitcoin price data, sentiment index, and volume calculated from Reddit and news text. XGBoost showed
the highest performance on the task, with an accuracy of 90.57% and an AUC value of 97.48%.

Based on this accuracy, upward and downward fluctuations in the price of Bitcoin may be predicted. Our study
demonstrated that using technical indicators with a sentiment index and post volume helps predict trends in the price
of Bitcoin. Therefore, the input features can be applied in future research on Bitcoin price prediction.

Current study has limitations that need to be improved in the future. First, lexicon-based unsupervised
learning has lower accuracy than labeled data. Additionally, lexicon-based learning may not have optimal
performance on unstructured text data. Second, the trend was not predicted in real time using inputs in
hours or minutes but rather on a daily basis. Finally, the model showed high performance in predicting
price trends. However, the magnitude of the fluctuations or the actual price was not predicted.
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