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Abstract: Liver cancer is the second leading cause of cancer death worldwide.
Early tumor detection may help identify suitable treatment and increase the survi-
val rate. Medical imaging is a non-invasive tool that can help uncover abnormal-
ities in human organs. Magnetic Resonance Imaging (MRI), in particular, uses
magnetic fields and radio waves to differentiate internal human organs tissue.
However, the interpretation of medical images requires the subjective expertise
of a radiologist and oncologist. Thus, building an automated diagnosis compu-
ter-based system can help specialists reduce incorrect diagnoses. This paper pro-
poses a hybrid automated system to compare the performance of 3D features and
2D features in classifying magnetic resonance liver tumor images. This paper pro-
posed two models; the first one employed the 3D features while the second
exploited the 2D features. The first system uses 3D texture attributes, 3D shape
features, and 3D graphical deep descriptors beside an ensemble classifier to dif-
ferentiate between four 3D tumor categories. On top of that, the proposed method
is applied to 2D slices for comparison purposes. The proposed approach attained
100% accuracy in discriminating between all types of tumors, 100% Area Under
the Curve (AUC), 100% sensitivity, and 100% specificity and precision as well in
3D liver tumors. On the other hand, the performance is lower in 2D classification.
The maximum accuracy reached 96.4% for two classes and 92.1% for four
classes. The top-class performance of the proposed system can be attributed to
the exploitation of various types of feature selection methods besides utilizing
the ReliefF features selection technique to choose the most relevant features asso-
ciated with different classes. The novelty of this work appeared in building a
highly accurate system under specific circumstances without any processing for
the images and human input, besides comparing the performance between 2D
and 3D classification. In the future, the presented work can be extended to be used
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in the huge dataset. Then, it can be a reliable, efficient Computer Aided Diagnosis
(CAD) system employed in hospitals in rural areas.

Keywords: Liver tumors; ensemble classifier; 3D shape features; 3D co-
occurrence matrix; ResNet101

1 Introduction

The liver is one of the essential organs in the human body. It forms most of the abdominal tissue and
plays a vital role in removing toxins from the blood and balancing blood sugar levels. In addition, the
liver regulates blood clotting and plays many vital roles in maintaining the balance in human beings. As a
result, any abnormality in the liver will negatively affect the performance of the human body [1].

Liver cancer is the second leading cause of death worldwide [2]. Therefore, early diagnosis of liver
cancer will lead to reduced mortality and increase the chances of survival. There are different types of
liver tumors. Liver tumors may be benign or malignant. Benign tumors can be classified into
Hepatocellular Adenoma (HCA) and Focal Nodular Hyperplasia (FNH). However, Hepatocellular
Carcinoma (HCC) and Intrahepatic Cholangiocarcinoma (iCCA) are malignant tumors, while iCCA
accounts for over 99% of primary liver cancer cases [3]. Various medical imaging techniques are used to
acquire different images of the liver, such as MRI, Computed Tomography (CT), Positron Emission
Tomography (PET), and Ultrasound.

MRI is recommended for tissue medical imaging because it provides differentiation between liver
tissues, making the diagnosis of liver tumors uncomplicated. Dynamic Contrast-Enhanced-MRI (DCE-
MRI) provides the most comprehensive information for differential diagnosis of liver tumors. DCE-MRI
analyzes the temporal enhancement pattern of the tissue following the introduction of a paramagnetic
Contrast Agent (CA) into the vascular system. The analysis is achieved via the acquisition of baseline
images without contrast enhancement, followed by a series of images acquired over time (usually over a
few minutes) during and after the arrival of the CA in the tissue of interest. The acquired signal is used to
generate a so-called time-intensity curve for the tissue, which mirrors the tissue’s response to the arrival
of CA in enhancement values. Simply said, a paramagnetic particle enters and disperses through the
tissue and alters the MR Signal Intensity (SI) of the tissue depending on its local concentration.

Since the detection of liver tumors using MRI images depends on the radiologist’s expertise, this paper
recommends a deep learning approach to reduce the human inputs in feature extraction, selection, and
classification of the tumor type. This paper focuses on building a hybrid approach model that uses deep
features besides 3D shape features and a 3D co-occurrence matrix for the tumor. This is to differentiate
between four classes of liver tumors in 3D MRI and utilize the 2D deep learning features with 2D shape
features and 2D co-occurrence matrix to classify 2D central slices MRI. CAD systems that use deep
learning can help guide the radiologist and minimize misdiagnosis, including false-positive or false-
negative rates. The novelty of this work appears in utilizing the benefits of Artificial Intelligence (Al) to
develop a new CAD system that can distinguish accurately between different liver lesions without human
input or image enhancement. This study compares the performance of using 2D and 3D features in
classifying hepatic tumors.

2 Literature Review

Medical imaging plays a vital role in detecting body organ abnormalities. This section analyses and
reviews current developments employing machine and deep learning techniques to detect liver cancer
using Magnetic Resonance Imaging (MRI) scans. In 2018, Trivizakis et al. proposed a novel 3D



CSSE, 2023, vol.46, no.2 1655

Convolutional Neural Network (CNN) to differentiate primary and metastatic tumors using 130 liver MRI
scans. The model consisted of four convolutional layers, followed by a fully-connected layer with
2048 neurons and one softmax layer. The dataset contained 37.7% primary and 62.3% metastatic tumors
acquired from a Greek hospital, and the results showed significant improvement in 3D accuracy (83%)
compared to original-slice 2D classification accuracy (67.4%) [4].

In 2020, Zhen et al. used 31,608 images to train a Convolutional Neural Network (CNN) that can
discriminate between two types and seven types of tumors and used 6,816 images to validate the model.
Model D, which performs the binary classification problem using unenhanced images, achieved an AUC
of 0.9416%, 90.9% sensitivity, 94.1% specificity, and 93% accuracy. The seven classes problem achieved
an accuracy at par with the results obtained from three experienced radiologists [5]. Moreover, Nacem
et al. developed a machine learning algorithm for liver cancer classification that uses fused CT and MRI
images. The dataset they used was acquired from Bahawal Victoria Hospital in Pakistan, which used
various machine learning classifiers like J48, Multiple Layer Perceptron (MLP), Random Forest (RF), and
Support Vector Machine (SVM). Using 10-fold cross-validation, MLP showed an overall accuracy of
95.78% in discriminating between 6 liver types of cancer [6].

In 2020, Hamm et al. engineered a custom CNN to discriminate between six common hepatic lesions.
They used 494 MRI scans divided into 434 training and 60 validation images. They also used data
augmentation techniques and Monte Carlo cross-validation. The deep learning system demonstrated 92%
accuracy, 98% specificity, and 92% sensitivity. Computation time per lesion was 5.6 milliseconds [7,8].
Furthermore, Kim et al. used 54,900 images from 549 patients to train a CNN-based automatic system to
detect and classify Hepatocellular Carcinoma (HCCs). The system achieved 90% accuracy, 93%
specificity, and 87% sensitivity [9]. The model classified HCC six times faster than the human reader,
interpretation time per 100 images is 3.4 s.

In 2021, Starmans et al. [10] used machine learning to automatically and non-invasively differentiate
between benign and malignant primary solid liver tumors. They used three different datasets from
486 patients. The results obtained when training using dataset A and testing using dataset B were
0.74 AUC, 0.64 accuracies, 0.79 sensitivity, and 0.53 specificity. Meanwhile, the results obtained when
training using dataset A and testing using dataset C were 0.76 AUC, 0.69 accuracies, 0.82 sensitivity, and
0.59 specificity. In 2022, Meng et al. [11] combined serum Raman spectroscopy with deep learning
algorithms to rapidly detect liver cancer patients. Convolutional Neural Networks with 10-fold data
enhancement achieved the best performance with an accuracy rate of 96.95%, 0.96 AUC, 92.89%
sensitivity, and a running time of 67.4 s compared to Long Short-Term Memory (LSTM) network and
Particle Swarm Optimization-support Vector Machine (PSO-SVM).

The limitations of the previous studies are that most of the papers implemented a 2D CNN [5,7-10].
Meanwhile, [4,9] employed dropouts to handle the overfitting model. On the other hand, [6,11] compared
papers on different machine learning and deep learning algorithms for 2D MR images.

The most significant work is by [4], who implemented four consecutive strided 3D convolutional layers
with 3 x 3 x 3 kernel size and rectified linear unit (ReLU) as activation function. It was followed by a fully
connected layer, 50% dropout, and batch-normalization applied after layers 2 and 4. The work also employed
3D tomographic data that better characterize the features. On the other hand, [4,9] employed dropout to
handle the overfitting model. Nevertheless, [9] implemented 2D CNN, which was less efficient in
performance. The work of [4] may be complicated and costly in terms of architecture specification. This
is because works that employed 2D CNN might encounter less efficient performance due to lesser
acquisition of features and less efficient architecture compared to work by [4]. This paper used a simple
method by employing 3D CNN features beside 3D shape and texture features to obtain a high level of
accuracy. On top of that, it compares 2D and 3D hepatic tumors classification.



1656 CSSE, 2023, vol.46, no.2

3 Methodology

The proposed methodology is described in Fig. 1. The method starts with the segmented liver tumor,
crops the volume, followed by features extraction, feature selection, and finally, the appropriate classifier.
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Figure 1: The proposed method

Based on the nature of input features, the structure of the classifier, and the number of discriminated
classes, this paper employs three different models as follows:

e Model 1: marked by the red color, which utilizes the transfer learning technique.

e Model 2: discriminated by the yellow color, combining deep learning features and SVM machine
learning classifiers.

e Model 3: distinguished by the green color, utilizing a combination of deep learning features and hand-
crafted features (3D shape and 3D Co-occurrence) with a machine learning classifier (either cascading
or standalone SVM classifier).

The previous models are applied to the central slice of MR images to compare the performance of
proposed models 2D and 3D images.
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3.1 Database

This paper uses the WORC database, which is composed of 6 different datasets from many diseases and
different modalities and consists of 930 patients composed of six datasets gathered at the Erasmus MC. One
of the datasets included in the primary solid liver tumors is labeled either malignant with two types of
hepatocellular carcinoma or intrahepatic cholangiocarcinoma or benign with two types of hepatocellular
adenoma or focal nodular hyperplasia. The total number of cases is 186 patients [12]. The distribution of
the dataset based on the type of tumor is presented in Table 1 shows the classes of the dataset.

Table 1: The distribution of the dataset

Type of tumor Number of cases
Benign  Hepatocellular adenoma (HCA) 49
Focal nodular hyperplasia (FNH) 44
Malignant Hepatocellular Carcinoma (HCC) 50

Intrahepatic cholangiocarcinoma (iCCA) 39

3.2 Features Extraction

Feature extraction technique contributes significantly to the field of image processing, and it is a pre-
request step for building a machine learning model in pattern recognition tasks. The feature is defined as
a character or attribute of the image; many types of feature extraction techniques can be categorized into
manual and automated features. This paper discusses these two categories with various features: texture
and shape features for volumetric MR liver tumor and automated features extraction using deep learning
strategies.

3.3 Shape Features

Liu et al. [13] extracted three types of features from multi-views, including Grey Matter (GM) volume,
solidity, and convexity. First, the grey matter volume features of 83 brain regions were extracted from each
registered MRI image as the representations in the first view for the i image. Then, each brain region is
normalized, indexed by j by the volume of the brain mask as a fraction of the whole brain.

Although the GM volume feature had been widely used in many brains and Alzheimer’s studies [14—17],
it was unreliable due to anatomical variability between subjects. Liu et al. [ 18] proposed two other features,
convexity and solidity, in addition to the GM volume features. Both convexity and solidity required the
convex hull. This was defined as the ratio of the convex hull surface area to the surface area of the jth
region of interest. The convexity and solidity provided complementary information to the volume features
describing the brain region atrophy. Fig. 2 also shows the convexity and solidity values of the left
hippocampus for the four subjects. The three types of features extracted from multi-views were then
concatenated to form a tripled-sized feature vector, a(i) € R1 x 249, as a naive representation of each
subject. Although the above-mentioned work was for the brain, it applies to other parts of organs in the
body, especially for MRI-based image acquisition.

Besides, Qiu et al. [19] mentioned that magnetic resonance imaging (MRI), which is different from
computed tomography, ultrasound, and other anatomical imaging methods, mainly focuses on functional
imaging and is widely used in many diseases [20,21]. For diffusion-weighted imaging (DWI), a
commonly used functional imaging sequence is effective in detecting and staging metastatic liver tumors
as well as evaluating LF and cirrhosis [22,23]. This study utilized the benefits of previous studies in
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extracting 3D shape features of existing tumors in liver MR images and 2D shape features of central slices.
These features are surface area, volume, and equivalent diameter, as shown in Eq. (1) [24].
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Figure 2: Model 1 (2 classes) test confusion matrices (A) ResNetl8, (B) ResNet50 (C) ResNetl101

The extent feature, defined as the ratio of the voxels in the region to total voxels in the bounding box, is
illustrated in Eq. (2). Convex volume solidity is defined as the ratio of volume to convex volume.

Volume

2
(bounding box width * bounding box height * bounding box depth) @

Extent =

3.4 Texture Features

Gray-level co-occurrence matrices (GLCM) is an approach for retrieving texture information from the
digital image. It quantifies specific pairwise gray level occurrence at specific relative positions [25]. It is
considered the most adopted algorithm, especially for textural feature extraction and classification of
medical images [26] and remote sensing images [27]. Texture classification derived from volumetric data
will have better distinctive power than 2D texture derived from the data of the 2D cut, where the 3D
GLCM gives a percentage of classification better than the 2D method [28]. Furthermore, Dacheng et al.
[29] used 3D co-occurrence matrices in Content-Based Image Retrieval (CBIR) applications, and Chen
et al. [30] used 3D-GLCM to extract the iris features for iris recognition and proved that The 3D-GLCM
method could obtain a good recognition rate. Also, in [31], the characteristic features were extracted from
face images using 3D GLCM matrices and obtained a high correct recognition rate (CRR).

Moreover, Tan et al. [32] proposed a 3D GLCM-based Convolution neural network (3D-GLCM CNN)
model for the clinical task of polyp classification for discriminating volumetric malignant polyps from benign
polyps. Besides, Barburiceanu et al. [33] proposed an approach to feature extraction from volumetric images
by adopting improved 3D GLCM based on illumination information, gradient magnitude, and gradient
orientation. This is followed by the extraction of Haralick features, gradient-based and orientation-based
proposed indicators, which showed that the improved 3D Co-Occurrence Matrix increases the
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discrimination power and the classification performance. Also, they presented a texture feature extraction
technique for volumetric images with improved discrimination power by combining two complementary
sets of feature vectors derived from Local Binary Patterns (LBP) and the 3D Gray-Level Co-occurrence
matrix [34]. The twelve features extracted are energy, entropy, correlation, contrast, variance, the sum of
mean, inertia, cluster shade, cluster tendency, homogeneity, max probability, and inverse variance are
extracted from 3D liver tumor and from the central slice of the tumor as a 2D image to compare the
performance of the proposed methodology between 2D and 3D classification problems.

3.5 Deep Learning

Commonly, deep learning models require huge data to train where transfer learning strategy is utilized.
This paper employs three pre-trained neural network architectures, namely ResNetl18, ResNet50, and
ResNet101 [35-39]. In 2016, ResNet (short for Residual Network) was a specific type of neural network
previously introduced by He et al. [35]. Residual neural networks utilize the idea of skipping connections
or shortcuts to jump over some layers. Here, typical ResNet models are implemented with double- or
triple-layer skips containing Rectified Linear Unit (ReLU) and batch normalization. The skip connections
in ResNet solve the problem of vanishing gradient in deep neural networks by allowing this alternate
shortcut path for the gradient to flow through. Another way these connections help is by allowing the
model to learn the identity functions, which ensures that the higher layer will perform at least as well as
the lower layer and not worse. The number of layers in ResNet varies from 18 to 152. The residual
blocks have two or three layers.

In ResNet models, all convolutional layers apply the same 3 x 3 convolutional windows, and the number
of filters increases following the depth of the network, from 64 to 512 (for ResNet18) and from 64 to 2048
(for ResNet50 and ResNet101). Furthermore, all models have only one max-pooling layer with a pooling size
of 3x3, and a stride of 2 is applied after the first layer. Therefore, reducing the input resolution is
significantly limited during the training process.

The deep learning approach used in this study is two cases, one as a classifier for discriminating between
various volumetrical types of tumors bypassing the whole 3D MR image or passing the 2D central slice of the
MR image. On the other hand, it is utilized as a feature extractor to reveal the contribution of the surrounding
tumor tissues in discriminating between different classes. This scenario is applied on whole volumetric MR
images and on a central slice of MR to compare the performance between 2D and 3D classification tasks.

3.6 Feature Selection

General feature selection methods can be categorized into filters and wrappers. Filter-based feature
selection methods are, in general, faster than wrapper-based methods. The ReliefF algorithm is one of the
filter-based feature selection methods. It is an effective, simple, and widely used approach to feature
weight estimation. The weight for a feature of a measurement vector is defined in terms of feature
relevance. When interpreted using probabilistic terms, the learned weight for a feature is related to the
difference between two conditional probabilities. These two probabilities are of the value of a feature
being differently conditioned on the given nearest miss and nearest hit, respectively. Thus, ReliefF
usually performs better than the other filter-based approaches due to the feedback of the nearest-neighbor
classifier. On top of that, ReliefF is often more efficient than the wrapper approach because ReliefF
determines the feature weights by solving a convex optimization problem [40,41].

The original ReliefF can deal with nominal and numerical attributes. However, it cannot deal with
incomplete data and is limited to two-class problems. Its extension, called the ReliefF algorithm [41], is
not limited to two-class problems. It is more robust and can deal with incomplete and noisy data. ReliefF
randomly selects an instance but then searches for k of its nearest neighbors from the same class, called
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nearest hits, and k nearest neighbors from each of the different classes, called nearest misses. It updates the
quality estimation for all attributes based on selected instances, hits, and misses. The update formula is
similar to that of ReliefF, except that the contribution of all the hits and all the misses are being averaged.
The contribution for each class of the misses is weighted with the prior probability of that class. Since the
contributions of hits and misses are determined in each step and symmetric, the misses’ probability
weights must sum up to 1. As the class of hits is missing in the sum, each probability weight must be
divided with factor 1. The process is repeated for m times. Selection of k hits and misses is the basic
difference to ReliefF and ensures greater robustness of the algorithm concerning noise. User-defined
parameter k controls the locality of the estimates. For most purposes, it can be safely set to 10. To deal
with incomplete data, the difference function is changed. Missing values of attributes are treated
probabilistically [41].

3.7 Classification

The main goal of this paper is to compare the effectiveness of employing 3D dimensional features and
deep volumetric features in discrimination between various types of hepatic tumors and 2D dimensional
features besides deep learning features. The classification is performed in different scenarios. Here, the
first scenario is the automated deep learning classification of 3D tumors and 2D central slices. The second
scenario is hybrid classification with a combination of 3D deep graphical features, 3D co-occurrence
features, and 3D shape features. On the other hand, the same scenario is applied for 2D central slice MR
images. In the last scenario, the classifier that has been used is the Ensemble classifier, with the main
block being the support vector machine (SVM) classifier. Gaussian SVM classifier is utilized in this paper
for binary classification in each stage of SVM [42,43]. The rest of this paper discusses the obtained
results in different scenarios. All scenarios are applied to 2D and 3D images to compare the effectiveness
of 3D features in distinguishing between different hepatic tumors.

4 Results and Discussion

The methodology used in this article focuses on combining hand features (3D texture and 3D shape
features) for 3D classification and (2D texture and 2D shape) for 2D classification. In addition, automated
features to construct three different models to discriminate between two and four liver tumor categories
are either 3D or 2D. The convolutional network structures used in this paper are ResNets with 18 layers,
50 layers, and 101 layers.

4.1 Two Classes Classification

Automated binary classification is carried out using three ResNet structures. Fig. 2 shows the
corresponding confusion matrices for each ResNet using Model 1. ResNetl101 achieved the best results
among all structures, with 89.3% accuracy for discriminating between malignant and benign classes. The
classification can be enhanced further by automatically extracting the features using ResNetl0l1,
exploiting the benefits of transfer learning, and then passing them to the Gaussian Support Vector
Machine classifier. As a result, Model 2 accuracy is enhanced significantly to 94.6%, as shown in Fig. 3.

Fig. 4 shows the Model 3 test confusion matrix. Model 3 improves the classification accuracy by
combining the automated and hand-crafted features and applying the ReliefF features selection algorithm
to obtain the most relevant features. These features are fed to a Gaussian Support Vector Machine (SVM)
to achieve the highest accuracy of 100%. ReliefF selection method ranked the top ten features that
contributed to distinguishing between benign and malignant cases. The top 10 features are ranked from
the most significant feature to the lowest one: two deep features from 3D ResNet101, mean and Max
Intensity, Convex Volume, Weighted Centroid, Volume, Entropy, Correlation, and Contrast.
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The same procedure is applied to a 2D central slice of MR images. Utilizing Model 1, ResNetl18,
ResNet50 and ResNetl101 achieved accuracy 76.80%, 80.40%, 82.10%, respectively. For Model 2, the
highest accuracy is obtained using ResNet101, reaching 91.10%. By employing Model 3 on a 2D central
slice, the highest accuracy reached 96.4%. It is clear from the previously mentioned results that
employing 3D features enhanced the performance of classification.

4.2 Four Classes Classification

Benign liver tumors are divided into two classes: Hepatocellular Adenoma (HCA) and Focal Nodular
Hyperplasia (FNH). Furthermore, malignant tumors are divided into Hepatocellular Carcinoma (HCC)
and Intrahepatic Cholangiocarcinoma (HCC). The 3D liver tumor of Model 1 was employed to
discriminate between all four classes, but the results did not exceed 45% in the ResNet101 case. Model 2,
on the other hand, uses the automated extracted four features from the last fully connected layer of
ResNet101, which are then passed to a Gaussian SVM to obtain 94.4% accuracy for all four classes.
Fig. 5 illustrates the Model 2 test confusion matrix for all four classes.
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Figure 5: Model 2 (4 classes) test confusion matrix

Model 3 enhanced the discrimination accuracy by applying the cascading technique for distinguishing
all four classes. Cascading in machine learning tries to obtain the highest accuracy in each level to guarantee
performance in the next level because any misclassification in one level will affect the accuracy on the second
level. Fig. 6 illustrates the Model 3 structure for all available classes. It uses three classifiers known as SVM 1,
SVM 11, and SVM IIL
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Fig. 6 shows the test confusion matrix of SVM 1. SVM 1 is responsible for discriminating between
benign and malignant by employing two deep graphical features extracted using ResNetl01, texture
features and shape features. It also uses ReliefF as a feature selector. The ten most significant features are
passed to a Gaussian SVM, and testing accuracy reaches 100%. The benign cases are processed using
Model 3 SVM II to determine the benign class. On the other hand, the malignant cases are processed
using Model 3 SVM III to define the type of malignancy, whether it is HCC or iCCA.
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Figure 6: Model 3 SVM I (2 classes) test confusion matrix

The resultant benign classes are further classified using Model 3 SVM 1I by utilizing the two automated
graphical features from ResNetl101 to classify the benign cases into FNH and HCA. Fig. 7 illustrates the
confusion matrix of the Model 3 SVM 1l test phase, in which the accuracy reached 100%.

The resultant malignant classes are further classified using Model 3 SVM III via two-deep graphical
features. SVM 1II successfully classified the malignant cases into two types of malignancy HCC and
iCCA. Fig. 8 illustrates the confusion matrix of the Model 3 SVM III test phase, where the accuracy
reached 100%.

The overall confusion matrix for the ensemble classifier of Model 3 is presented in Fig. 9. It is clear from
the figure that the ensemble classifier achieved the highest overall accuracy for all four classes under
investigation.

The same procedure is applied to 2D central slice MRI images to discriminate between four classes. For
Modell , ResNet18, ResNet50 and ResNet101 achieved accuracy of 45.50%, 43.60%, 43.60%, respectively.
On the other hand, Model2 obtained the highest accuracy using ResNet101, reaching 83.5%. On top of that,
the performance of the 2D central slice is enhanced using Model 3, and the highest accuracy is not exceeding
92.67%. Table 2 summarizes the results obtained in this paper using various models to solve the two and four
classes problem using 2D central MRI image models.
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Figure 9: Model 3 (4 classes) test confusion matrix

Table 2: The classification accuracy obtained from different 2D central MRI image models

Two classes Four classes
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3
2D-ResNet18 76.80% 85.70% 87.50% 45.50% 75.90% 83.52%
2D-ResNet50 80.40% 89.30% 89.30% 43.60% 81.50% 85.35%
2D-ResNet101 82.10% 91.10% 96.40% 43.60% 83.50% 92.67%

Table 3 summarizes the results obtained in this paper using various models to solve the two and four
classes problem.

Table 3: Classification accuracy obtained from different models for 3D MR images

Two classes Four classes

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

3D-ResNet18 82.1% 89.2% 91.6% 52% 90.7% 92.6%
3D-ResNet50 87.5% 94.4% 96.6% 47% 90.7% 98.1%
3D-ResNet101 89.3% 96.4% 100% 45% 94.4% 100%

It is evident from Tables 2 and 3 that Model 3 performance was always higher than the performance of
Model 2. Model 2 performance was always higher than Model 1 for all classification problems under
consideration. It is also evident from Tables 2 and 3 that ResNet101 performance was higher than that of
ResNet50 and ResNet18 for all models except for Model 1 in the four classes case. It is clear from Tables
2 and 3 that the performance of 3D classification is better than 2D in all models. That comes from the
truth of considering the depth of the tumor using a 3D ResNet structure [44].

For the two classes problem in 3D MR images, Model 3’s ensemble classifier gives the highest accuracy
using ResNet101 together with gaussian SVM. As a result, this model reached 100% classification accuracy.
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For the four classes problem, the best results are also obtained using Model 3, which combines deep learning
as a feature extractor and Gaussian SVM as a machine learning classifier with an accuracy reaching 100%.
Fig. 10 represents the summarized results in Tables 2 and 3 for Model 3, either in two or four classes.

100.00% =
95.00%
90.00% |
85.00%

80.00%

Model 3 for 2D Model3 for 3D Model 3 for 2D Model 3 for 3D

75.00%

Two Classes Four Classes
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Figure 10: Comparison between 2D and 3D classification using model 3 for different ResNet structures

The combination of deep learning features for whole volumetric MR images considers the surrounding
tissue of the tumor in 3D images besides the 3D texture features of the tumor by itself. On top of that, the 3D
shape features of the tumor by themselves as well contribute mainly to obtaining higher accuracy. Other
factors impact the highest accuracy, such as feature selection and augmentation, which leads to an
increase in the number of images.

Model 3 achieved the highest level of accuracy in both cases, two and four classes. That leads to the
proposed method’s milestone in building a robust CAD system for liver MR image diagnosis. Table 4
describes the comparison between the proposed method and the existing studies which use the same dataset.

Table 4: Comparison with state-of-the-art

References Dataset ~ Approach Classes AUC Accuracy Sensitivity Specificity
Klang [10] WORC  Machine Two classes; 0.74 64% 79% 53%
liver data learning benign and
set malignant
This paper WORC Deep learning, Four classes, FNH, 1 100% 100% 100%
liver data hybrid HCC, HCA, iCCA
set approach
This paper WORC Deep learning, Two classes benign 1 100% 100% 100%
liver data hybrid and malignant
set approach

Based on the literature, just one study used the same dataset, but the proposed method obtained higher
accuracy than it. The study discussed different issues in the classification of liver tumors using MRI images.
The proposed approaches obtained the best results compared with the state-of-the-art literature that used the
same data. Table 5 summarizes how this study compares to existing studies in the literature. Klang et al. [10]
was the only study in the literature that used the WORC Liver dataset and a machine learning approach to
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solve the benign and malignant discrimination problem. They achieved 74% AUC, 64% accuracy, 79%
sensitivity, and 53% specificity. It is also evident from Table 5 that the suggested method achieved the
highest Area Under the Curve (AUC), sensitivity, accuracy, and specificity, besides considering the four
classes of problem. Needless to say, Klang et al. [10] results are low compared with the suggested
approach presented in this study. Besides, this study discusses the comparison between utilizing 2D and
3D features in classification. To summarize, the proposed approach obtained the best results in solving
both classification problems (two and four classes) concerning all performance evaluation metrics such as
AUC, sensitivity, accuracy, and specificity [45]. On the other hand, the obtained results were the best
when compared with literature that used different datasets.

Table 5: Compares the proposed method with existing studies that used different datasets

References Dataset Approach Classes AUC  Accuracy Sensitivity Specificity
[4] 130 liver MR CNN Two classes - 83% - -
scans
[5] 31,608 2D CNN Seven 0.9416 90.9%  94.1% 93%
images classes
[6] Fused CT and Machine learning Six classes - 95.78% - -
MRI images
[7,8] 494 MRI Deep learning Six classes 92% 98% 92%
scans
[9] 54,900 2D Deep learning Six classes 90% 93% 87%
images
This paper WORC 3D Deep learning Two classes 1 100% 100% 100%
dataset and hybrid Four classes 1
models
This paper WORC 2D Deep learning Two classes 96.4%  96% 93% 96.5% 92%
central slices and hybrid Four classes 92.67%
models

As clear from the table, this study compares the contribution of 3D deep learning structure with machine
learning in obtaining the highest accuracy for four and two classes. Besides, this study reveals the
disadvantages of using 2D classification for obtaining robust models in 3D classification tasks.

5 Conclusion

Any abnormal growth in the liver cells can be defined as a hepatic tumor. These tumors can be classified
as benign or malignant with different degrees of severity. Early detection of such tumors may prevent
complications and ramifications in the affected patients. Medical imaging is one of the most common and
effective tools to detect these abnormalities and uncover the condition of internal organs. MRI imaging is
the best modality to differentiate internal tissues due to its ability to enhance the contrast and provides
sufficient details about the soft human tissues. This study uses 3D MRI liver tumor images to build an
automated intelligent system capable of discriminating between benign tumors being HNF and HCA
phenotypes and malignant tumors being HCC and iCCA phenotypes. The suggested approach combined
features related to hepatic tumor texture, tumor shape, and deep features. The model then chose different
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types of features by employing an efficient selection method. Moreover, an ensemble classifier enhanced the
performance of the proposed method and achieved an accuracy of 100% in discriminating between all four
classes. Unfortunately, few studies explored the dataset used in this research. One study utilized a machine
learning approach to discriminate liver tumors. Still, their results were lower than the results obtained in this
study.

This paper illustrated the benefits of employing a 3D convolutional neural network and transfer learning
to extract the most related and representative tumor features. In general, deep graphical features reduce the
risk of misclassification and improve the accuracy of the machine learning model in discriminating different
classes. The top performance obtained can also be attributed to the use of cascaded classifiers. In each stage,
SVM succeeded in discriminating between two types of classes locally, resulting in the reduction and even
elimination of the false positive and false negative cases of the global four classes problem. Similar
performance cannot be obtained when deep learning classification is exploited as a one-stage classifier for
solving multi-class problems. It seems that cascading resolves the classification complexity by
partitioning the instances/data into generic classes and then refining the general classes into further sub-
classes. Finally, we recommend the use of hybrid models in many medical fields to build a highly
effective, dependable, and trustable computer-aided diagnosis system.

The limitations of the presented study are summarized by the requirement of a high-response PC because
dealing with 3D images is time-consuming. On the other hand, high contrast images are required to help the
proposed CAD system to discriminate the tumor and classify it correctly.
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