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Abstract: In this paper, an optimized Genetic Algorithm (GA) based internal
model controller-proportional integral derivative (IMC-PID) controller has
been designed for the control variable to output variable transfer function of
dc-dc boost converter to mitigate the effect of non-minimum phase (NMP)
behavior due to the presence of a right-half plane zero (RHPZ). This RHPZ
limits the dynamic performance of the converter and leads to internal insta-
bility. The IMC PID is a streamlined counterpart of the standard feedback
controller and easily achieves optimal set point and load change perfor-
mance with a single filter tuning parameter A. Also, this paper addresses the
influences of the model-based controller with model plant mismatch on the
closed-loop control. The conventional IMC PID design is realized as an
optimization problem with a resilient controller being determined through a
genetic algorithm. Computed results suggested that GA-IMC PID coheres to
the optimum designs with a fast convergence rate and outperforms conven-
tional IMC PID controllers.
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S Switch

V.(s) Input Voltage (V)

V.(s) Output Voltage (V)

1,(s) Load Current (A)

d(s) Control Input

L, Boost Inductor (H)

i, Current Through Boost Inductor (A)
G, Capacitor (F)

Ve, Voltage Across Capacitor (V)
re, Capacitor ESR (Q2)

Iy, Boost Inductor ESR (£2)

R, Load Resistance (£2)

D Duty Ratio D

f Switching Frequency (Hz)

B Inverse Response Factor

7, and 7, Time Constants

T Filter Constant

G,(S) Actual Plant/Process Transfer Function
Gy (8) & Gy, (s) Disturbances Transfer Function
Gn(s) Model Plant Transfer Function
G.'(s) Model Inverse

G.(s) Feedback Controller

q(s) Model Based Controller

r(s) Reference Input

1(s) Signal to IMC Controller

y(s) Plant Output Response

Vy(s) Model Plant Output

d(s) Feedback signal for IMC

f(s) Filter Transfer Function

A Filter Tuning Parameter (s)

1 Introduction

Boost converters are used as the front part of converters in solar photovoltaic systems, battery
sources, and fuel cells that have a higher level of voltage output than the supply voltage. Generally
boost converters are provided with closed-loop control because open-loop mode has imperfect voltage
control and inefficient dynamic responsiveness. In frequency domain analysis, the location of RHPZ is
in inverse relationship with the average inductor current. As a result, the increment of inductor current
pushes the zero towards low frequency, which, in turn, limits the availability of bandwidth for a stable
operation of the dc-dc boost converter.

Freudenberg et al. [1] discussed the hindrance of RHP poles and zeros in terms of integral
relationship which will disturb the magnitude of sensitivity and interrelated functions of closed loop
system. Sable et al. [2] proposed leading edge modulation with Pulse Width Modulation (PWM) to
transfer the RHP zero to a stable region. However, this method requires a minimum erythrocyte
sedimentation rate (ESR) time constant at the output capacitor to get better stability and ripple voltage
filtering has not been done in the compensatory part. Due to the complex behavior of RHP zero,



CSSE, 2023, vol.46, no.2 1963

designers are forced to restrict the entire operating bandwidth to 1/30 of the switching frequency.
Leyva-Ramos et al. [3] discussed the quality factor (Q) of the boost converter related to RHP zero
in the design of the inner current loop. The Q value will increase when RHP zero is kept away from
the poles during the voltage loop which produces undesirable effects on regulator stability. But the
perception of current gain has not been thoroughly designed and complete inner and outer loop control
was not presented. Alvarez-Ramirez et al. [4] discussed the design of novel gain parameterization for a
PI controller with a high inductor value (L = 43.5 mH) to reduce the ripple in load current. However,
the design procedure is complex, and transient analysis of RHP zero was not discussed.

Over the period, several research activities have been carried out to address the issue of RHP zero
in boost converter. Chen et al. [5] have presented closed-loop cascade control of a non-minimum phase
(NMP) boost converter. Huang et al. [6] proposed a solid-duty-control technique to reduce the effect of
RHPZ and transient response improvement, but it is quite complex to implement. Time multiplexing
current balance technique for mitigating RHP zero effect was discussed in Luo et al. [7]. This technique
required an extra inductor to operate in interleaved mode and efficiency was not discussed.

The performance of the boost converter largely depends on the gain of the PID controller
employed in the feedback path. More research work has been carried out in tuning PID controller
parameters over the decade. The relationship between the duty ratio and voltage conversion of the
boost converter is severely non-linear and therefore its performance largely depends on the gain of the
PID controller employed in the feedback path [8—19]. Guo et al. [20] have proposed a fuzzy controller
based on an intuitive understanding of the converter function and tweaking takes some experience to
eliminate ineffective experimentation. An evolutionary algorithm-based PID parameter tuning was
proposed by Sundareswaran et al. [21] with the maturation of the queen bee in a hive. However,
the challenging RHPZ problems remained. This paper proposes an optimized GA for IMC-PID
tuning parameters which gives better-computed results in terms of servo and regulatory responses
and the results were compared with conventional IMC-PID and Zeigler Nichols (ZN) PID parameter
responses. To build a robust controller structure, the small signal model of a boost converter is used
to evaluate the GA’s objective function.

This paper is organized as follows: Small signal analysis of the proposed boost converter and
its open-loop study with a negative dip in output response due to the boost inductor is discussed in
Section 2. In Section 3, dynamic controller design issues due to RHPZ are narrated as a problem
statement. Sections 4 and 5 deal with conventional IMC-PID and GA-IMC PID structure and their
performances in the closed-loop analysis is explained in Section 6 followed by a conclusion.

2 Averaged Small Signal Model of DC-DC Boost Converter

The first step of this paper is to develop a transfer function model for proposed non-linear variable
structure systems. The schematic of an analogous boost converter circuit is shown in Fig. 1.
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Figure 1: Equivalent circuit of boost converter
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The state and output equation of boost behavior at the switch ON position will be given by

ST . 0 1
i i =
i e R | N R b [ )
Ve 0 —— | 0
(R, +1¢,)C,
r R i
vo =0 —} o )
L (R, + rC,,)Lb Ve,

Similarly, the state and output equation of boost behavior at the switch OFF position will be
given by

o Ryre, R, 1
th — (Rz) + er)Lb Lb(RU + er) lLb + L_b [\) ] (3)
v R, 1 v e
Cp - Cp 0
(R, + rc,,)Cb Cy(Ry + re,)
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Since the above-mentioned system is non-autonomous, the state space representation is in
discontinuous mode. The idea of the averaging method is to approximate the system behavior. Here
the matrices A, B, and C are being weighted by ‘d’ (duty ratio), by the fact that ‘d’ keeps on changing
concerning time. Therefore the large signal model is non-linear because it has time-varying matrices
due to the switches involved. Most of the time the system is going to be in a steady state (equilibrium)
for a large portion of time, therefore, the design of the plant using the steady state equation is very
important. Subtracting the steady state part from the large signal part gives a small signal model which
provides an idea of the dynamics of the converter about its operating point.

Small signal transfer function describes the effect of control input d(s) on output voltage vo(s)
with initial conditions (vgs = 0 & ios = 0) is used in this controller design of boost converter is given.

L,
(1 + SCbr(;b) (1 — mS)

() V,
ds) (1 -D)? ( L,Cy(R, +1¢,)

L
2 _— C 1
a —D>2R0+rL,,)S * ((1 “Dyg, "o ”)”

Therefore G,(s) decides the loop gain and has a significant effect on the servo and regulator
performance. Here the disturbances are variation in input voltage with respect to output voltage
(d (s) =0 & i, (s) = 0) and change in load current with respect to output voltage (v, (s) =0 & d (s) =
0) are given below

G,(s) = (5

O (1+5Cyre, )1 —D)R,(R, +1¢)

Vy(S) N L,Cy,(Ry +1¢,) 5 L,
_— C, 1
((1 “DyR, +1,, $* + 1-D)R, +1,,C s+

Gu(s) =

(6)
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G (S) _ _\)0 (S) _ (1 + SCl)er> R(z X [Ro (1 - D) er - Ro (1 - D)Z er + (Ro + er)LhS] (7)
@l I, () o L,C,(R, +”cb) @ 4 L, TG ) sl
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To study the dynamic behavior of the dc-dc boost converter, its control variable to output variable
transfer function (5) can be modified as

Vo(s) _ Kyl +as)(1 —Bs)
dis)  ((ts+ D(us+ 1))

G,(s) = ®)

The above-mentioned transfer function Gp(s) has a steady state process gain Kp, two poles (P1 =
—1/t1 & P2 = —1/t2), RHPZ at Z1 = 1/8 (yielding inverse response), and ESRZ. For this discussion,
the ESRZ (1 + as) will be ignored because it is at a much higher frequency than the double-pole
frequency and RHPZ. On substituting the values of the boost converter listed in Table 1., the Eqs. (5)-
(7) becomes

75(1 — 0.02447s)
0.000029286s> + 0.02451s + 1
60(1 + 0.00004s)

Gui(s) = 10
(8) = 570000292865 1 0.02451s + 1 (10)

G,(s) =

(©)

Gus) = —13.8(1 + 0.00004s) (1 + 0.5059s) an
T 0.000029286s2 + 0.02451s + 1

Table 1: DC-DC boost converter specifications

Nominal parameter Numerical value
Input voltage, V,(V) 12

Output voltage, V,(V) 30

Boost inductor, L, (mH) 47

Capacitor C,, (uF) 100

Capacitor ESR, rc, () 0.4

Boost inductor ESR, 1, (2) 0.07

Load resistance, R,(£2) 25

Duty ratio, D 0.6

Switching frequency, f (kHz) 50

To study the effects of RHPZ on converter stability, the closed loop characteristic equation of
boost converter with proportional control G, (s) = K. is considered and given by

K, (I —Bs) .
((ts+ D(t,s+ 1)

1+G.(5)G,(5) =1+Gy(s) = 1 +K, (12)
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Replacing K = K. K, then the above Eq. (12) becomes,
K(1 — Bs)

(ts+ D(ns+1) (13)

The root locus of open loop transfer function G,,(s) for varying values of K with fixed K, is shown
in Fig. 2. The presence of RHPZ limits the ultimate gain K = K, = 0.99 at crossover frequency w, =
227 rad/sec, above which the converter becomes unstable and corresponding proportional controller
gain is called as ultimate controller gain K, and it is found to be 0.0132.
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Figure 2: Root locus of open loop transfer function

Fig. 3 depicts the boost converter’s open-loop step response which begins with a negative slope
and reaches a negative maximum of —60 V, which is over 80% of the eventual steady-state output value
of 75 V. Subsequently the response takes almost one time constant 72 (20 msec) to come back to zero.
Due to the existence of the boost inductor, L, the percentage undershoot is directly proportional to
B, which is known as inverse response and it occurs in the boost converter. This results in an RHPZ,
which limits the closed-loop bandwidth and hence the controller gain nK..

Output Voltage, (V)

0 0.02 0,04 0.06 0.08 (] 012 014
Time (seconds)

Figure 3: Open loop step response
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3 RHPZ Issue in Dynamic Controller Design

The usage of dynamic control law can help to speed up the response time of a system. The
relationship between reference input r(s) and output y(s) from Fig. 4 will be given by,

1
) =G, (5)q®)r(s) = G, () =——=1(s) =1(5) (14)
y p q P Gp (S)
1
where q (s) = —— ; model based controller.
a G,(s)
r(s) u(s) ¥(s)
—  q(s) > Gy(S) —>
Model Based Process
Controller

Figure 4: Model-based open loop control system

From (14) it is shown that the output perfectly tracks the set point. In a practical situation, a
proper controller should be employed with the help of the process model inverse, coupled with a filter
transfer function. For better control, controller q(s), should be dynamic rather than static.

On considering the dc-dc boost converter transfer function having RHPZ at 40.8 min~' (1/8)
v,(8) 75(1 — 0.024475)

G,(s) = = 15
=36 = (0.0000292865 + 0.02451s + 1) (15)
Dynamic open loop controller can be given by
. (0.0000292865* + 0.02451s + 1)
q() =G, () f () = -/ (s) (16)

75(1 — 0.024475s)
where f (s) = 1/(As + 1), filter transfer function.

When the model inverse is employed to construct a control system, the zeros of the process model
become the pole of the controller, resulting in an unstable controller. As a result, before employing the
model inverse for controller design, RHPZ must be factored out from the process.

Case (i) when the unstable controller pole is removed
If the unstable pole is simply taken from (16), then
_ (0.0000292865s* + 0.02451s + 1)
q(s) =G (5)f (5) =

75(ks + 1) a7

But (17) is invalid due to improper q(s). To design a proper controller, the order of the filter can
be increased. Therefore (17) becomes,

(0.000029286s* + 0.02451s + 1)

=G = 18
1) =6, 9 750 + D0+ 1) (18)
The resulting manipulated and output variable response will be
0.000029286s* + 0.02451s + 1
U (s) = ( > s+1) (19)

T5(s+ 1) s+ 1)
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(1 —0.024475s)

YO = T hoet )

() (20)

The manipulated variable and output responses of the case (i) for a unit step change in set point
are shown in Fig. 5 for various filter tuning settings (1). It’s worth noting that when the set point is
changed, the manipulated input changes instantly, and the output variable shows an inverse response.
As a result, no stability control system can eliminate the process inverse response behavior.

6

3=| min
A=1 min
A=5 min

=1 min
%=3 min
=5 min

Manipulated Variable, u (%)
)

g /
vy
Output Variable, y (%)

0 s 10 15 0 25 3 35 0 5 10 15 20 25 30 35 40 45
Tima (seconds) Time (seconds)
(a) Manipulated Variable Response (b) Output Response

Figure 5: Unit step response with stable controller

Case (ii) when the unstable controller pole is not removed

If the unstable pole is not removed from (16), then (21) represents an unstable controller.
(0.000029286s* 4+ 0.02451s + 1)
q(s) = (21)
75(1 — 0.02447s)(As + 1)

The resulting manipulated variable response and output response will be

(0.000029286s*> 4 0.02451s + 1)
= 22
us) 50— 00284790+ 1) 2)

1
S) = r(s 23
Y () (/\s+1)() (23)
The manipulated variable and output responses of the case (ii) for a unit step change in set point
are shown in Fig. 6. for various filter tuning settings (A). The output variable does not contain the
inverse response, but the manipulated variable is indefinite. This scenario is referred to as internal
instability. To suppress the internal stability issues in open loop unstable processes, it is required to

apply the internal model control (IMC) mechanism in the standard feedback form. Hence, open-loop
stable systems are taken into account in this paper [22,23].
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Figure 6: Unit step response with unstable controller

4 Internal Model Control

According to the literature study, most of the available approaches incorporate the conventional
feedback mechanism to handle the boost converter operation. But the internal model control (IMC)
structure provides a transparent framework to deal with model uncertainty. The advantages of this
technique over conventional feedback structure are bolstered by the fact that set point tracking and
disturbance rejection can be set by a single filter tuning parameter (1).

A mismatch between actual plant Gp(s) and model plant Gm(s) occurs due to the changes in
operating conditions and linearization of errors. Studies reported assumed that there is no mismatch
between the model and plant. In practice, however, having a perfect model of the plant is usually a
challenging task. For extremely non-linear processes, the process gain can sometimes be off by 20-50
percent or even more. While designing the controller, the designer assumed the real plant is equal to the
model plant. In practice, they are often different, and the controller needs to be robust enough to track
set points and reject disturbances. As a result, while open-loop control cannot adapt to disturbances

or model uncertainty, IMC can. The conventional feedback scheme and IMC structure are shown in
Figs. 7 and 8 respectively.

In IMC, the process model is parallel to the actual process; therefore the discrepancy between
model predictions and measured signal contains direct information on model-plant mismatch and
unmeasured disruptions. Thus IMC is fundamentally a predictive control scheme.
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Figure 7: Conventional feedback control scheme

Ga(s)
IMC
- Controller Process
r(s) u(s)
) aes) > Gp(S) ¥s)

> Gu(s)

Process Model

d(s)

Figure 8: Internal model control (IMC) scheme

Algorithm for Conventional IMC-PID Design

Step 1: Servo response can be shaped by the inverse of the linear perturbation model in IMC
design. But, for an NMP system, the usage of model inverse in controller design results in a physically
unrealizable controller which was explained in Section 3. To overcome this issue, factorization of the
process model into the invertible part (the good part), Gm—(s), and non-invertible part (bad part),
Gm + (s) is done. In this paper, (Gps # Gms) case is considered where the real-world problem exists.
Here the model plant Gm(s) is different from the process plant Gp(s) by two times of increased gain
and 20% of increased time constant as shown in the below equation. Eq. (24) is different from Eq. (15)
by the above-said parameters.

150(1 — 0.02447s)
0.00004218s% 4- 0.02941s + 1

G, (5) = G,y (5) G, (5) = (24)

Step 2: Inversing the invertible portion of the model plant (after all pass factorization) is the ideal
internal model controller.
7(5) = G (s) = (0.00004218s* 4+ 0.02941s + 1)
=5 = 150(1 + 0.02447s)

(25)

Step 3: To make the controller proper, a filter is added

(0.00004218s* +0.02941s + 1) 1

9(9) =4()] () = 150(1 + 0.02447s) s+ 1) (26)




CSSE, 2023, vol.46, no.2 1971

1
The filter transfer function f (s) = TR is ideal to track reference changes and ‘n’ is selected
S n
. ) . (Ys+1)
to keep the controller proper/semi-proper. To supress the disturbances, a filter f (s) = m
S n

often are used, where ‘Y’ is selected to supress the slow process time constant. This procedure brings
down the Eq. (14) into the following forms

(1 +0.02447s)

s) = r(s 27
Y& =G0 s+ ) Y 27)
V() = Gy ()1 (s) + Go(s)d(s) (28)
where,

2
75(1 — 0.024475) ) (0.000042185? + 0.029415 + 1)
G (0.0000292865% + 0.02451s+ 1) 150 (I + 0.02447s) (As + 1)
1(5) =
2
150 (1 +0.02447s) (As + 1) \ (0.00002928652 +0.02451s+ 1)  0.0000421852 + 0.02941s + |
2
) 150 (1 — 0.02447s) ) (0.000042185 + 0.029415 + 1)
(0.0000421852 +0.029415 + 1)~ 150 (1 + 0.02447s) (hs + 1)
Gy (s) = 5
Ly (0-000042185' +0.02941s + 1) 75 (1 — 0.02447s) 150 (1 — 0.02447s)
150 (1 +0.02447s) (ks + 1)\ (0.00002928652 + 0.02451s + 1) 0.000042185% + 0.029415 + 1

Eq. (27) represents perfect model case (no model mismatch) with no disturbances: (G, (s) = G,.(s))
& G, (s) = 0 whereas, (28) represents model uncertainty (model mismatch) case with disturbances:
(G,(s) # G, () & G,(s) # 0.1In Eq. (28), if the model is equal to the process and there is no
disturbance, then (28) will behave like (27). Therefore non-minimum phase component must appear
in the output response even in perfect model conditions. The design of the internal model controller
depends on the technique used for factorizing the model. Output responses of different controller
factorizations will be given by

Simple Factorization:

_ =89 o (29)

Y (As+ 1)

This equation is referred as complementary sensitivity function in case of integral absolute error
(IAE) = fOTS Vorer (8) =V, (s)‘ dt, where T is settling time.

All-Pass Factorization:

_ (I - Bs)
= Bsi Dot @ (30)

()

This equation is referred to as a complementary sensitivity function in case of integral square
error (ISE) = fOTS (Vs (8) — Va(s))2 dt, where T, is the settling time which is different from (29). By
analyzing the error performance criteria of IAE and ISE for the proposed converter in this paper,
it was observed that the integral square error value dominates the performance measure shown in
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Fig. 9. The corresponding IAE and ISE values are listed in Table 2. Therefore minimizing ISE will be
an objective function of this proposed control system and all pass factorization is used, because the
resulting control system minimizes the integral square error (ISE).

Porcentage of Emor (%)

Time {seconds)

Figure 9: Error performance evaluation of input voltage variation, load variation, and set point

tracking

Table 2: Error performance evaluation values

Error criterion

PE values in %

IAE input voltage variation

ISE input voltage variation
IAE load variation

ISE load variation

IAE set point tracking

ISE set point tracking

0.336
1.975
0.569
4.357
0.383
1.513

Up to step 3, the procedure follows the IMC structure. But there is a major difference in finding
the equivalent form of PID controller from IMC. The equivalent feedback form to IMC is shown in

Fig. 10.

1(s)
i q(s)

ufs)

1-G.(s)als)

o
2=

e

Gds)

Figure 10: Standard feedback with equivalent IMC
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Step 4: Controller parameter evaluation using the equivalent standard feedback form
q(s) (0.00004218s* 4 0.02941s + 1)

O = TG (9g) . 150(0.0044775 + (0.04894 T 7)) 3D
The transfer function of the ideal PID controller is given by,
2 1
G.(s) = K. [w] (32)
TIS

On rearranging the Eq. (31) with the ideal PID form (32), the filter tuning parameter A and PID
controller parameters can be obtained.

2t T BA
K=—"—; = 2T = —; = 33
¢ Kp(2ﬂ+)\.)’ TI (Ta TD 2§_3 TF 2ﬂ+)\. ( )
Step S:
After calculating K., t,, 7p, PID controller cascaded with first order filter is created.
2 1 1
G.(s) = K. |:TITDS + 785+ :| [ :| (34)
7,8 s+ 1

Thumb Rule: Initial values of A will generally be around 1/3 to 1/2 the dominant time constant
and A > B/2 to suppress the dominant time constant.

5 Genetic Algorithm

Genetic Algorithm (GA) is a probabilistic random search method, used to solve non-linear sys-
tems and optimize complex problems. This approach begins by initializing a population of individuals
in random manner to evaluate the objective function. In this paper, the GA evaluates the gains of IMC
PID control as system gain (K,, K;, K, 1) in order to minimize the cost function given by the following

integral square error performance criterion, ISE = fOT'r (Vm/- (s)—V, (s))2 dt, where T, is settling time.
Algorithm for GA-based IMC-PID Design
The controller design has now been transformed into an optimization problem, as seen below.

Minimize F (®) = 3~ (Vouu(s) = Vo(5)% Bs < < Dy (35)

The steps below illustrate how a GA is developed and applied to the current problem.
Step 1: Initialization of population

Genetic algorithm steps initiated with the creation of an initial population for parameters
(Kp, K,,KD,A) with population size. It is well established in the literature that a population size of
10-30 is appropriate; the population size in this study is set at 20. A gene is a term used to describe
each variable in the problem.

Each chromosome represents a solution to the problem because it is made up of genes. A set of
chromosomes makes up the population. The ISE value calculated from Eq. (30) is used to determine
the fitness of each chromosome. The parameter range for controller gain and tuning filter is given as
(z (1) represents zeros (1) and o (1) represents ones (1)),

K € [0, 100]; {minx (1) = z (1) ;maxx (1) = 100 % o(1)}



1974 CSSE, 2023, vol.46, no.2

K, €]0,75]; {minx (2) = z (1) ;maxx (2) = 75 % o(1)}
Ky €]0,75]; {minx (3) = z (1) ;maxx (3) = 75 * o(1)}
A €]0,5]; {minx (4) = z (1) ;maxx (4) = 5 *x o(1)}
Step 2: Evaluation of objective function

Egs. (2) and (4) are used to evaluate V,(s) for a given chromosome, then the value of F (®) is
computed for each chromosome.

Step 3: Evaluation of Fitness Function

The perfection of the solution is evaluated by defining a proper fitness function for the problem.
Because of the minimization objective function, a chromosome with a low fitness value has a high
likelihood of becoming fit.

Step 4: Generation of offspring

Selection, crossover, and mutation produce offspring, which are new chromosomes. After calcu-
lating the fitness of each chromosome, parent solutions are chosen for reproduction. It mimics nature’s
survival of the fittest method.

Step 5: To build up the new cluster, replace the present population with the new one.
Step 6: If the termination requirement is met, exit the program; otherwise, go to Step 2.
Table 3 shows the parameters used in GA-IMC PID.

Table 3: Parameters used in GA-IMC PID

Population type Double vector
Population size 20

Creation function Uniform

Scaling function Rank

Selection function Roulette wheel
Mutation function Adaptive feasible
Mutation probability P,=0.1
Crossover function Arithmetic
Crossover probability P.=0.7
Termination criteria 100 Generations

6 Objectives of Closed Loop System

The primary concern of a closed loop system is to be immune to external disturbances and track
the desired set point. From the control point of view, the external voltage source v,(#) and load
current i, (#) represent the disturbance inputs whereas the controlled variable is v,(7). The objective
functions of a closed loop system are verified by the conventional Zeigler-Nichols PID tuning method,
conventional IMC-PID method, and genetic algorithm-tuned IMC-PID methods. The above-said
controller methods are compared based on the following indices (i) Settling time and (ii) Percentage
overshoot/undershoot. The values of PID parameters and filter tuning parameters of the above-said
methods are given in below Table 4.
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Table 4: Controller parameters

KP KI KD )\, (S) TF
ZN-PID 0.45 43.7 0.0034 _
Conv-IMC  0.000649  35.72 0.2214  0.05 0.0587
PID
GA-IMC PID 0.0033 40.86 0.00120 0.120 0.0123

Servo Response: Tracking the desired set-point voltage

In this example, set-point tracking and disturbance rejection was analyzed. The comparison
of controller performance based on settling time is shown in Table 5 (ms). Comparing controller
performance based on peak overshoot/undershoot (%) is shown in Table 6.

Table 5: Comparison of controller performance based on settling time (ms)

Comparison of controller performance based on settling time (ms)

Input voltage variation

18Vto21V 21Vto 19V
Z-N Method 122.4 119.2
Conv-IMC 77 62.16
PID
GA-IMC PID 60.3 54.73

Load variation

40 Q2 to 25 25 Qto40
Z-N Method 136.8 108.54
Conv-IMC 54.88 73.75
PID
GA-IMC PID 50.49 57.05

Both input and load variation

18 Vto21 V&40 Q2 to25Q 21Vto19V &25Qto40 @
Z-N Method 122.92 72.83
Conv-IMC 72.36 54.27
PID
GA-IMC PID 64.01 43.60

Set-point Tracking (25 V to 30 V)

Z-N Method 192.51

(Continued)
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Table 5: Continued
Comparison of controller performance based on settling time (ms)

Input voltage variation

Conv-IMC 94.16
PID
GA-IMC PID 70.51

Table 6: Comparison of controller performance based on peak overshoot/undershoot (%)

Comparison of controller performance based on peak overshoot/undershoot (%)

Input voltage variation

18Vto21V 21Vto19V
Z-N Method 2.44 1.4
Conv-IMC PID 3.841 1.91
GA-IMC PID 2.18 1.2

Load variation

40 2 to 25 Q 25 Q2 to 40 @
Z-N Method 1.652 1.13
Conv-IMC PID 1.49 1.62
GA-IMCPID 1.0 0.93

Both input and load variation

18Vt021 V&40 Q2to25Q 21Vto19V & 25 Q to 40 Q

Z-N Method 1.43 0.68
Conv-IMC PID 24 0.60
GA-IMCPID 1.37 0.37

Set-point tracking (25 V to 30 V)

Z-N Method 4.82
Conv-IMC PID 5.61
GA-IMC PID 33

Fig. 11 displays the reactions of set point tracking and disruption. Rejection results in the absence
of model mismatch, gain mismatch, and process time constant.
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Figure 11: (a) Set point tracking performance; (b) Disturbance rejection performance (No model
mismatch: G,(s) = G,(s); Mismatch in time constant: 20% of increased t; Mismatch in gain: New
gain =2 x K,)

7 Conclusion

The output voltage control of a boost-type dc-dc converter working in continuous conduction
mode with non-minimum phase dynamics is handled in this study by an optimized evolutionary
algorithm-based IMC-PID. A better base for controller tuning is provided by the IMC structure
with ISE factorization for minimization of error. GA-IMC PID outperforms conventional model
control and ZN-PID from a control perspective in terms of both performance indices (settling
point and overshoot/undershoot). The computed outcomes successfully demonstrated the IMC PID
controller’s robustness under the conditions of model plant mismatch. The fact that GA-tuned IMC
PID directly manipulates the switches without the use of a modulator is one of its main advantages.
The GA-tuned IMC PID’s incorporation of current limitations, which do not require the usage of an
additional current loop, is an additional benefit. Less overshoot/undershoot, a shorter response time,
and an inherent feed forward are further positive features of the proposed GA-tuned IMC PID. The
computational complexity of GA-tuned IMC PID is typically a downside. Nevertheless, the converter
is minimum phase, allowing for the use of a modest value of the prediction horizon, which lowers the
computational cost.
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