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Abstract: The price prediction task is a well-studied problem due to its impact on
the business domain. There are several research studies that have been conducted
to predict the future price of items by capturing the patterns of price change, but
there is very limited work to study the price prediction of seasonal goods (e.g.,
Christmas gifts). Seasonal items’ prices have different patterns than normal items;
this can be linked to the offers and discounted prices of seasonal items. This lack
of research studies motivates the current work to investigate the problem of sea-
sonal items’ prices as a time series task. We proposed utilizing two different
approaches to address this problem, namely, 1) machine learning (ML)-based
models and 2) deep learning (DL)-based models. Thus, this research tuned a
set of well-known predictive models on a real-life dataset. Those models are
ensemble learning-based models, random forest, Ridge, Lasso, and Linear regres-
sion. Moreover, two new DL architectures based on gated recurrent unit (GRU)
and long short-term memory (LSTM) models are proposed. Then, the perfor-
mance of the utilized ensemble learning and classic ML models are compared
against the proposed two DL architectures on different accuracy metrics, where
the evaluation includes both numerical and visual comparisons of the examined
models. The obtained results show that the ensemble learning models outper-
formed the classic machine learning-based models (e.g., linear regression and ran-
dom forest) and the DL-based models.
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1 Introduction

Trading stocks and electronic commerce (e-commerce) relied heavily on intuition [1]. As both became
very popular nowadays, individual’s desired strategies and instruments to correctly forecast products or share
values, lowering their risk and increasing profits. Given the prevalence of e-commerce websites, it is critical
to research price prediction. The primary difficulty in forecasting the product price is a chaotic system.

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Computer Systems Science & Engineering
DOI: 10.32604/csse.2023.035254

Article

echT PressScience

mailto:a.abdalrahman@psau.edu.sa
https://www.techscience.com/journal/CSSE
http://dx.doi.org/10.32604/csse.2023.035254
https://www.techscience.com/
https://www.techscience.com/doi/10.32604/csse.2023.035254


For instance, crude oil may be considered the engine that powers a large number of economic activities
worldwide. Commercial operations inside states and international trade are heavily reliant on oil and other
natural resources [2,3]. Thus, the crude oil price has a discernible effect on the global economy’s stability,
and no sector of the global economy is immune to the effects of crude oil price variations. The significance
of crude oil has attracted oil industry practitioners, academics, and governments’ curiosity. This is a
challenging endeavor since the factors affecting the price of crude oil are impossible to anticipate or
manage. Oil prices fluctuate, especially on seasonal occasions, in response to market factors, namely
demand and supply pressures. However, oil prices are not immune to global events since crises that often
erupt in nations worldwide (particularly volatile oil-producing nations) can enhance crude oil prices.

Numerous variables and complications might impact the selection directly or indirectly, such as the
optimal time to purchase or sell items, commodities, or seasonal presents. Stockholders must determine
when to sell in the financial market, and customers must obtain things at reasonable rates. As a result, the
issue of price prediction has developed. In addition, several approaches, including technical, statistical,
fundamental analysis, and machine learning, have been developed to anticipate the prices of products.
These models can forecast the values of a variety of financial assets, including cryptocurrencies, oil,
stocks, gold, and used products.

Financial market forecasting is a difficult endeavor because financial time series are noisy, non-
stationary, and irregular as a result of too many diverse factors affecting the magnitude and frequency of
stock rises and falls at the same time [4]. Although there are numerous statistical and computational
approaches for predicting these series, they produce imprecise results because most variables in financial
markets follow a nonlinear pattern.

ML and DL have become innovative approaches for financial data analysis in recent years. DL’s
advantages, such as automatic feature learning, multilayer feature learning, high precision in results, high
generalization power, and the ability to identify new data, make it an appropriate approach for predicting
financial markets [5].

Recent improvements in ML and DL structures have exhibited state-of-the-art performance in a variety
of applications [6,7], such as text processing, pictures, speech, and audio on a variety of natural language
processing (NLP) and computer vision applications, which include language modeling [8], speech
recognition [9,10], computer vision [11], sentence classification [12] and machine translation [13].
Typically, ML and DL have become innovative approaches for financial data analysis in recent years.
DL’s advantages, such as automatic feature learning, multilayer feature learning, high precision in results,
high generalization power, and the ability to identify new data, make it an appropriate approach for
predicting financial markets [1,2,5,14].

The motivation of this paper is the limited works of predicting the prices of seasonal items. In the
literature, there is a single instance in which seasonal product price prediction was presented as a
regression problem. Consequently, this paper addresses the formulation of the challenge related to
predicting seasonal item prices as a time series problem. In other words, it includes the date
characteristics in the problem. In addition, this work evaluates the performance of ML and DL models to
determine the disparity between their prediction accuracy rates. The following are the primary
contributions of this work:

� To our knowledge, this is the first work to propose framing the task of price prediction of seasonal
items (i.e., gifts) as a time series prediction task.

� To our knowledge, this is the first time to utilize the GRU deep neural network (DNN) architecture to
handle the problem of seasonal items’ prices prediction.

� We proposed a new stacked GRU-DNN architecture to predict the seasonal items’ prices.
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� The proposed predictive system was evaluated on a real-life dataset to compare the performance of
ML and DL methods.

The remainder of the paper is structured as follows: Section 2 describes the most recent techniques
related to work. Then, in Section 3, the suggested system for seasonal item price prediction is described.
Section 4 details the experimental outcomes of the proposed system’s evaluation. The work is concluded
in Section 5.

2 Related Work

In this section, the literature on price prediction is discussed based to expose the different ML and DL
methods which are proposed in this context. The discussed methods predicted the prices of different several
goods. Of note, the discussion outlines the utilized accuracy metrics which are used to evaluate the proposed
methods.

2.1 Deep Learning Methods

DL techniques, in particular recurrent neural networks (RNNs), have been shown to be effective in a
variety of applications, one of which is time series forecasting, where they have been utilized [2,6,15].
Diverse applications, including time series forecasting, have demonstrated the effectiveness of DL
approaches. RNN is a dependable model that can discover an infinite number of complex relationships
from an arbitrarily large data source. It has been utilized effectively to resolve a number of problems, and
it continues to discover new applications in this field. It has also been used to effectively handle a vast
array of other issues, including those listed [16–18]. However, as a consequence of the RNN’s depth, two
issues that are already well-known surfaced: the bursting and the disappearing gradient. Ji et al. [19]
compared the performances of various DL models on Bitcoin price prediction, including LSTM networks,
convolutional neural networks, deep neural networks, deep residual networks, and their combinations.
They carried out a thorough experiment that included both classification and regression issues, with the
former predicting whether the price would rise or fall the next day and the latter predicting the Bitcoin
price the next day. The results of the numerical tests showed that the deep neural DNN-based models
performed better than the rest of the models for predicting price swings up and down, while the LSTM
models performed better than the rest of the models for predicting the price of Bitcoin.

DL was utilized by the authors of [20] to investigate the problem of generating reliable multi-step ahead
stock price predictions for the selected company. They proposed a feature-learning system with a new model
architecture for multi-step-ahead stock price forecasting. They began by encrypting a time series sequence of
the historical records of the target company. Using this information, closing prices are anticipated for
multiple steps forward. A temporal convolutional network was utilized in the encoder to extract the stock
price’s hidden characteristics from a sequence of historical recordings. Then, for each time step inside the
horizon of the forecast, they employed an attention mechanism to encapsulate the portions of the input
sequence on which they should concentrate. At the same time, exogenous components were mapped to a
lower-dimensional latent representation using an auto-encoder. For the assessment of uncertainty, Monte
Carlo dropout layers were utilized. Using two real-world datasets from the corporations AMZN and
AAPL, the model was confirmed to outperform other sophisticated models.

DL is used in [21] to increase the accuracy of stock price predictions. Support Vector Regression (SVR)
is compared to an LSTM-based neural network. SVR is an ML technique that is effective in predicting data
based on time series. The LSTM algorithm is combined with the Adam optimizer and the sigmoid activation
function. The evaluation metric is the Mean Absolute Percentage Error. The experiment was carried out on
several stock indexes, including the S&P 500, NYSE, NSE, BSE, Dow Jones Industrial Average, and
NASDAQ. Experimentation showed that LSTM outperforms SVR in terms of prediction accuracy.
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For locational marginal price (LMP) forecasting, the authors proposed a convolution neural network
(CNN) model optimized by a genetic algorithm (GA) in [22]. The CNN architecture was optimized using
GA for hyperparameter optimization. The goal is to create a CNN architecture that is optimized by an
evolutionary algorithm to anticipate the 24 h-ahead LMPs at a specified location using other related time
series. This technique has the advantage of being flexible in terms of generating network architectures of
varying lengths. For all seasons, the GA-CNN model exceeded numerous benchmarks, including LSTM,
support vector machine (SVM), and the original CNN.

In [23], the authors proposed predicting the gold price using a DL model that consists of LSTM layers in
addition to convolutional and pooling layers to obtain the benefits of these different layer types; they called
their proposed forecasting model CNN–LSTM. The authors proposed framing the gold price forecast for the
next day as a time series problem. They proposed using a dataset spread over the period of January 2014 to
April 2018, where the gold prices are collected on a daily basis. The source of the collected dataset is the
website of Yahoo Finance. The gathered data were the mean, median, standard deviation, mini, and
maximum. The proposed was evaluated on six different metrics against the other six state-of-the-art
methods. The best achieved mean absolute error (MAE) was 0.0089, an order of magnitude better than
the best state-of-the-art methods.

2.2 Machine Learning Methods

The authors Mohamed et al. [24] proposed a system that forecasts the prices of seasonal goods using a
combination of four different types of ML (SVR, random forest (RF), ridge, and linear regression) and one
statistical method (i.e., autoregressive integrated moving average (ARIMA)). An actual Christmas gift
dataset from an online shop was used. The prediction of the price of seasonal items was presented as a
regression problem. MAE, root mean square error (RMSE), mean absolute percentage error (MAPE), and
R-squared (R2) are the metrics used to evaluate the presented models. The results revealed that the RF
model produces the best outcomes, followed by the ARIMA model. Their research recommends
employing the random forest machine learning-based model in conjunction with the ARIMA statistical-
based model in order to overcome the difficulty associated with forecasting seasonal product pricing. The
authors proposed addressing the seasonal items as a regression problem, not a time series problem.

Saâdaoui et al. [25] introduced the seasonal autoregressive neural network (SAR-NN) as a dynamic
feed-forward artificial neural network in order to estimate electricity costs. The model was analyzed as a
system consisting of hour-by-hour, daily indexed time series with auto-regressors that were lagging by a
multiple of 24, which was the dominant period. After that, the artificial neural network (ANN) forecaster
is advanced hour by hour, which ultimately leads to multi-step-ahead forecasting. A number of forecasts
were generated using the spot pricing information from the Nord Pool, and the unique method was
evaluated in terms of how well it compared to three benchmark models in terms of its mean error in
forecasting. According to the data, the newly developed ANN is competent in creating extrapolations that
are of the highest possible accuracy. As long as the dynamics of the studied variables follow patterns that
are comparable to those of the Scandinavian market, the model can be applied to or expanded so that it
can take into account a variety of products and markets. The authors proposed system a generic
forecasting method which does not consider seasonal products.

The researchers of [26] analyzed and compared several forecasts based on a variety of criteria, including
those connected to fuel, the economy, supply and demand, and solar and wind power generation. To
disentangle the relative importance of each predictor, the authors used a wide range of non-linear ML
models and information-fusion-based sensitivity analysis. They discovered that by combining these
external predictors, they could reduce the root mean squared errors by up to 21.96%. According to the
Diebold-Mariano test, the proposed models’ forecasting accuracy is statistically superior. In this work, the
authors performed price prediction on non-seasonal products.

448 CSSE, 2023, vol.46, no.1



To estimate balancing market prices in the UK, Lucas et al. [27] employed three ML models: gradient
boosting (GB), RF, and eXtreme Gradient Boosting (XGBoost). The XGBoost method was determined to be
the most effective model according to its MAE value of 7.89 £/MWh. Xiong et al. [28] introduced a novel
hybrid strategy for predicting seasonal vegetable prices that included seasonal and trend decomposition using
loess (STL) and extreme learning machines (ELMs), which aided agricultural development. The
experimental findings reveal that the suggested STL-ELM technique provides the best prediction
performance for short-, medium-, and long-term forecasting when compared to the mentioned rivals. The
limitation of this work is considering only one item type to predict.

Different from other machine learning-based methods, the authors in [29] proposed performing the price
prediction in two steps. In the first step, the authors proposed using an XGBoost predictive model; these
model hyperparameters are tuned with help of an improved version of the firefly algorithm (IFA). The
ultimate goal of this predictive model is to predict the stock prices for the next period. Then, the authors
proposed utilizing the mean average to select the best portfolio among the best potential stocks obtained
in the first step. The utilized dataset was Shanghai Stock Exchange over a time window starting in
November 2009 and ending after ten years. The collected data were split into 80% to 20% for training
and test sets, respectively. The proposed method was evaluated on four different metrics. Two variations
of the proposed method were compared against nine different state-of-the-art methods. The first variation
of the proposed method utilized the mean average, whereas the second variation used evenly distributed
asset proportion. The former achieved better results in terms of cumulative returns, after excluding the
transaction costs. From the nine state-of-the-art methods the LSTM using mean-average was the second-
best model after the proposed method. The stock price prediction is not considered seasonal products.

2.3 Statistical Methods

A time series is described as stationary if its statistical characteristics remain consistent over time. If a
stationary series is devoid of a trend, the amplitude of its departures from the mean is constant. Additionally,
the autocorrelations of time series are stable throughout time. This type of time series can be considered a
blend of signal and noise based on these assumptions. Using an ARIMA model, the signal is handled by
separating it from the noise. After minimizing input noise, the output of the ARIMA model is the signal
stage process for forecasting. Based on the use of time series models, Nguyen et al. [30] developed a
smart system for short-term price prediction for retail products. This aids retailers and consumers in
keeping up with product price trends. Using a web-scraping technique, the implemented technique
captured research data. Following data preprocessing, moving average (MA) and ARIMA models were
used to forecast short-term price trends for selected products. The prediction accuracy was assessed using
the RMSE and MAPE measures. They experimented with two seasonal products while considering
different brands of each product. Prices were obtained from the PriceMe website. The ARIMA model
produced the best short-term forecasting results for the products DDP30 and AOTG34LFT. The results
showed that the forecast trends for the MA model were depicted as a flat line. The auto ARIMA model,
on the other hand, was not particularly good at predicting long-term trends. The main limitation of this
work is considering only two seasonal products, dehumidifiers and heat pumps. Moreover, the only
utilized approach is the statistical approach whereas ML, and DL approaches are ignored.

Traditional and non-traditional statistical techniques can be utilized to anticipate dynamic hotel room
pricing, according to Al Shehhi et al. [31]. It was employed as a forecasting model for the SVM,
ARIMA, the radial basis function, and the simple moving average. SVM is the best model for forecasting
hotel room pricing at “luxury and premium” hotels, followed by RBF and ARIMA, and the simple
moving average is the poorest. The authors built on their prior work in [32]. It was necessary to apply a
variety of models, including the seasonal autoregressive integrated moving average (SARIMA) model,
the restricted Boltzmann machine (RBM), the polynomial smooth support vector machine, and the
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adaptive network fuzzy interference system (ANFIS). The data for the study was given by Smith Travel
Research. It is the purpose of this study to see how accurate and fast machine-learning algorithms are at
predicting hotel prices in a dynamic environment. In the actual world, revenue managers could benefit
from using the models described here. The main advantage of this work is predicting the price in a
dynamic environment, but seasonal prices are not considered in this research.

The authors of [33] used SARIMA to forecast the costs of fruits and vegetables in the coming months in
the Bengaluru, Karnataka, India region. Thus, if the forecasted prices rise in the following months, effective
solutions may be devised to reduce the prices of fruits and vegetables. The authors attempted to emphasize
the importance of a time series problem that can be solved quickly. Due to a variety of factors, such as the
scarcity of seasonal fruits and vegetables, the proposed model did not produce 100 percent accurate results.
However, by taking into account all of the variables such as air temperature, rainfall, seed quality,
transportation costs, and a variety of other aspects, it is possible to anticipate the prices of fruits and
vegetables in the next few months with a considerably higher degree of accuracy. This work only
considers two categories of products, namely, fruits and vegetables.

The authors proposed utilizing the ARIMA model for predicting the price of cryptocurrency [34].
Cryptocurrency price prediction is a tough task due to the massive, unjustifiable, and sudden changes in
their prices. In [34], the authors preferred to use the statistical method, i.e., ARIMA. The collected dataset
is gathered at different time points (i.e., one, seven, or 30 days) from Yahoo Finance over the period from
the end of June 2016 to the end of August 2021. The parameters of the ARIMA model were set to two
for the lag value, 0 for the difference parameter to convert the time series into a stationary one, and
finally uses a median moving parameter to 0. These parameters were selected after performing a grid
search task to select the best parameters combination. The authors proposed splitting the data with the
ratio of 20% to 80%, test and training sets, respectively. Finally, the proposed ARIMA model was
evaluated on four different metrics. For instance, the RMSE was 91.2, which is not a massive error
relative to the Cryptocurrency value, in thousands. Nevertheless, the authors are not concerned with
seasonal product.

From the discussed literature, it is concluded that there a huge number of efforts addressed the problem
of price prediction in general. On the other hand, there are very limited efforts to explore the problem of
seasonal items (e.g., seasonal gifts) price prediction. The existing efforts predict a few types of seasonal
products and utilize only statistical methods. The only work that addressed this problem of seasonal item
price prediction using ML framed the problem as a regression problem rather than a time series problem.
The only work that addressed this problem framed the problem as a regression problem rather than a time
series problem. In addition, there are limited works that compared the machine learning-based model with
ensemble learning-based and DL-based models. These two points outline the shortcomings of the existing
related works.

3 The Proposed System

3.1 Overview

In the proposed system, the features of the products are classified into two categories, namely, 1) non-
seasonal, and 2) seasonal features. As in Fig. 1, the non-seasonal features are used to describe the item details
such as color, size, quality, and quantity. On the other hand, the seasonal features can be determined from the
date information (i.e., Xmas, Easter day, etc.) for specific items. Afterward, the time series analysis role came
to analyze the item prices based on the suitable season for these items. ML and DL approaches are used for
the analysis mission. Based on the analysis results, the system reports the best performance between the used
ML and DL approaches.
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In the proposed system, the problem of seasonal goods (e.g., Christmas gifts) price prediction is proposed
to be framed as a time series problem. In the proposed system, TheML and DLmodels are employed to address
the problem at hand, for the sake of studying the performance gap between these two approaches. For the ML
models, we utilized five models namely, 1) ensemble learning-based models, 2) random forest, 3) Ridge, 4)
Lasso, and 5) Linear regression. For the DL models, this research proposes new GRU and LSTM
architecture as representative DL models due to their powerful performance in prediction.

In GRU model, as a representative of the recurrent model, the recurrent unit fetches and captures data
patterns and dependencies through time spans. A GRU model is composed of a set of cells. Typically, each
cell has two gates (i.e., update and reset) and a state vector. Eqs. (1) to (4) illustrate the architecture of a GRU
cell.

z tð Þ ¼ r Wzx
tð Þ þ Uzh

t�1ð Þ þ bz
� �

(1)

r tð Þ ¼ r Wrx
tð Þ þ Urh

t�1ð Þ þ br
� �

(2)

~o tð Þ ¼ tanh Whx
tð Þ þ Uh h t�1ð Þ � rt

� �
þ bh

� �
(3)

h tð Þ ¼ z tð Þ � h t�1ð Þ þ 1� z tð Þ
� �

� ~o tð Þ (4)

where the hidden state of the previous cell is denoted as h t�1ð Þ and the current input sequence vector is
represented by x tð Þ. Finally, the hidden state (h tð Þ) is the cell output.

The proposed ML model hyperparameters are tuned on the utilized dataset as explained later in this
section. For the ensemble learning-based models, this paper proposes the use of Adaboost, Catboost, and
bagging methods. Thus, the ML models are examined using two different types of models, classic
models, and ensemble models. On the other side, the proposed DL architectures are designed using a
distributed asynchronous hyperparameter optimization method, as detailed later in this section. All the
proposed models are trained and tested using the hold-out cross-validation technique. Thus, the utilized
dataset is split into training and test sets.

3.2 Stacked GRU-DNN Model Architecture

Neural network models are prone to over/under-fitting problems, which are caused by the excessive/less
training epochs of the neural network model [35]. Therefore, to prevent the over/under-fitting problems of the
DL-based model, one possible solution is to use the early stopping technique [36], which is employed to halt
the training when generalization performance starts degrading for a successive number of epochs. For that
reason, the training data is split into training and validation groups to track the generalization performance.

Figure 1: The proposed system block-diagram
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Another method to tackle the overfitting problem is to use the dropout method [37]. Dropout is a
regularization method that permits training neural networks with different architectures in parallel, where
a certain ratio of layer neurons is randomly ignored or dropped out. As shown in Fig. 2, dropout is
denoted by the black neurons in the fully connected layers. Adam optimizer [38], which is an adaptive
optimization algorithm, is used with its default learning and decay rate settings. Adam optimizer has
demonstrated its efficiency in solving practical DL problems, and its results outperform the other
stochastic optimization methods. The proposed DL model employs the mean square error (MSE) loss
function, given by Eq. (1). That is, given a training data Xi; Yið Þf gNi¼1 of N observations, the GRU-DNN
model is trained with the objective of minimizing the following loss function:

min
x

1

N

XN

j¼1
Yj � F Xj;x

� ��� ��
2

n o
(5)

where x is the network coefficient, Xi represents the ith the feature vector, Yi represents the ith label,
F : IRk ! IR1 denotes the neural network flow, and k is the input vector size (i.e., number of lag features).

3.3 GRU-DNN Hyperparameter Optimization

ML algorithms involve the optimization of model hyperparameters. Hyperparameters refer to the model
parameters (coefficient) that are used to control the training task. Therefore, such hyperparameters (e.g.,
number of layers/neurons of a network/layer, learning rate, lag order of ARIMA model, etc.) need careful
tuning before the forecasting process. Hyperparameter tuning (or optimization) refers to the process of
obtaining the best values for a set of hyperparameters that results in good fitting/generalization of the
model. In our proposed work, obtaining the best model hyperparameters is done using a distributed
asynchronous hyperparameter optimization method [39]. More specifically, the Tree Parzen Estimator
(TPE) [40] method is used in the Hyperopt package1 for parameter searching and optimizing. Table 1
presents GRU-DNN model hyperparameters, and their corresponding search spaces to find the optimal
model hyperparameter values.

3.4 Machine Learning Model’s Hyperparameter

Tuning the model’s hyperparameters is one of the most difficult aspects of designing ML models. This is
due to the fact that various values for the hyperparameter might produce a wide range of degrees of accuracy.
Ensemble learning-based model, Random Forest, Ridge, Lasso, and linear regression are five ML models

Figure 2: Stacked GRU-DNN model
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used in the proposed system. In order to acquire the optimal parameter tuning for each learning model, a grid
search is conducted.

For the most part, a grid search is just a series of guesses and checks. The task at hand is to determine
which hyperparameter values in the hyperparameter grid will yield the highest cross-validation scores.

Since it is essential to “brute-forcing” all possible combinations, the grid search method is considered to
be a very conventional approach to hyperparameter optimization. Cross-validation is then used to assess the
models. As expected, the most precise model is the one given the most weight.

The target hyperparameters are initially defined. Once this is completed, the grid search will use cross-
validation to try every imaginable setting for each hyperparameter. The hyperparameters are significant since
they are one of the most influential factors in the overall behavior of an ML model. Consequently, choosing
the optimal hyperparameter values is a crucial objective that decreases the loss function and improves
performance. As a result, determining the best hyperparameters values is a critical goal that reduces the loss
function and produces better results. Ensemble learning mode Adaboost, for example, adjusts the
base_estimator, n_estimator, and learning_rate to achieve the highest accuracy. Grid search, on the other
hand, is used in RF to find the best hyperparameters (minimum leaf samples, maximum features, minimum
split samples, and the number of estimators). Similarly, the hyperparameter of Ridge and Lasso is alpha.

4 Experimental Results

4.1 Setup

An Intel(R) Core (TM) i7-9750H CPU operating at 2.60 GHz and 16 gigabytes of RAMwere utilized in
the experiments that were carried out on a computer. The operating system that is being used is Windows 10
64-bit, the Python scripting language, a general-purpose programming language, is used for all of the
implementations.

4.2 Dataset

The proposed approach utilizes a dataset of Christmas gifts from an online retailer in order to boost the
appeal and value of the products provided. The dataset consists of 18.462 observations and contains
significant product information such as the gift type, category, date of arrival in stock, date of stock
update, buyer dates, whether the product is on sale or not, price, and the quantity purchased. Other
engineered features are extracted from the date feature to represent the time factor of the items.

Using ML and DL methods, the dataset is trained and tested by shuffling and dividing the dataset so that
80% is used for training and the remaining 20% is used for testing. In every method of machine learning, the
parameters of the model are configured according to the default settings of the Scikit-learn package.

Table 1: The search space of the GRU-DNN model hyperparameters

Hyperparameters Value

No. of GRU cells [4, 8, 16]

No. of FC layers [1, 2]

No. of FC layers’ units [4, 8, 16]

Hidden layers activation [ReLU, Linear]

Batch size [4, 8, 16]

Dropout rate of FC layers [0.0, 0.1, 0, 2]
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4.3 Accuracy Metrics

An important component of any suggested system is the evaluation of the ML algorithms that are being
used to make decisions. This process is essential for differentiating between classes and getting the best
possible classifier. In order to establish the validity of this system, four assessment metrics are employed.
One of these measures, the mean absolute error (MAE), is a measure that estimates the average of the
difference between the original and predicted values. In this way, it is possible to determine how much
the forecasts deviate from the actual information. The following is how MAE is expressed mathematically:

MAE ¼ 1

N

XN

i¼1
Yi � Ŷ i

�� �� (6)

Additionally, the MSE is also used to evaluate the precision of regression analyses. MSE is the average
of the square of the difference between the actual and anticipated values. The following equation represents
MSE

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1
Yi � Ŷ i

�� ��
r

(7)

The R2, which varies from zero to one, indicates how well a model matches the data it represents.
Furthermore, it measures how near the actual values are to the regression line. This metric may be
calculated using the given equation

R2 ¼ 1�
PN

i¼1 Yi � Ŷ i

� �2
PN

i¼1 Yi � �Y ið Þ2
(8)

The final metric is used to quantify the accuracy of a forecast system is the MAPE. It can be calculated
by dividing the average absolute percent inaccuracy by the observed actual values for each time period.

MAPE ¼ 1

n

XN
i¼1

Yi � Ŷ i

Yi

����
����� 100% (9)

where N is the number of observations, Yi denotes the true value, Ŷi represents the predicted values, and �Yi
denotes the mean true values.

4.4 Results and Discussion

The evaluation of the proposed models is conducted over three points of comparison, namely, 1) the
residual histogram plots, 2) the plots of true vs. the predicted values, and 3) the accuracy metric scores.
These three points of comparison should depict the behavior of the proposed predictive models and then
the model(s) with the best performance can be recognized visually from the figures and numerically from
the accuracy metric scores.

For the first point of comparison, the residual histogram plots should depict the variance of the errors as
well as the error ranges. The more the residuals are centered on the value of zero the better the performance of
the model is. The less the histogram variance, the better the model is. Figs. 3–5 depict the residuals of the ML
models, ensemble learning, and DL models, respectively. The reported residuals of the ensemble learning
models (i.e., Fig. 4) are concentrated around the zero values. In comparison to the other two ML and DL
models, the ensemble learning models have the highest accuracy rates. The only exception of the ML and
DL models is the random forest model. Its performance is the closest to the ensemble learning models-
based models. Thus, the residual histograms show that the ensemble learning and the random forest
models produced the best performance.
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Figure 3: The histogram of residuals for ML models

Figure 4: The histogram of residuals for ensemble learning models
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For the second point of comparison, the true versus predicted values plots are utilized. The predicted
value and the true value should be correlated. The more linear are the plotted data, the better the model is
and vice versa. In other words, the less deviated the plotted data from the linear equation x ¼ y, the better
the model prediction, where x represents the true value, and y represents the predicted value. In predicted
against true values, the more linear the depicted shape the better the performance. The predicted prices
against the true values are depicted in Figs. 6–8 for the ML models, ensemble learning, and DL models,
respectively. Fig. 7 depicted the most linear shape in comparison to the other two figure (i.e., Figs. 6 and
8). In Figs. 7, 7a looks slightly more linear than Figs. 7b and 7c. The model which achieved the highest
accuracy was the ensemble-bagging model. Comparing Figs. 6 and 8, it seems that the shape of Fig. 6 is
less random than Fig. 8. Thus, the performance of the classic machine learning-based methods was better
than the DL-based method on the task of seasonal price prediction.

Figure 5: The histogram of residuals for DL models

Figure 6: The residuals plot for ML models
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For the last point of comparison, the proposed models’ performances are evaluated numerically using
the four accuracy metrics discussed in Section 4.3, namely, 1) MAE, 2) RMSE, 3) R2 and 4) MAPE. The
first three accuracy metrics are calculated with the absolute error. In contrast, the fourth accuracy metric
reports the error relative to the true values. Table 2 lists the numerical values of one representative model
from each approach, namely, 1) the bagging model for the ensemble learning 2) the random forest for the
ML models, and 3) the GRU for the DL models. Table 2 shows the performance of these three models on
four different accuracy metrics.

Figure 8: The residuals plot DL models

Figure 7: The residuals plot for ensemble learning models

Table 2: Accuracy rates of different predictive models

MAE RMSE R2 MAPE

AdaBoost 19.7 893.6 65.2% 47.6

RF 19.6 934.2 63.6% 44.8

GRU 35.0 2, 407.0 64.7% 80.0
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Time series data consists of 106 observations for a specific item. Fig. 9 presents item price through
106 time points. The data is split into training set and test set with ratios of 80% and 20%, respectively.
The proposed models are trained using training set and evaluated using test set.

For the accuracy metrics, the top-performing models are the ensemble learning-based model, followed
by the random forest model, the DL-based models, and finally the other MLmodels. The overall results show
that the ensemble learning-based models are better than the ML and DL models. Of note, the proposed
Adaboost model is the best performing model among all the proposed models followed by the gradient
boosting on decision trees model (i.e., CatBoost). Table 3 presents the Adaboost accuracy rates for
addressing the seasonal item using the test data, as showed in Fig. 9. The better performance of the
ensemble learning models on the problem at hand is that those models benefit from combining the results
of several models. The combined models cooperate to find out the patterns of seasonal item prices.

5 Conclusions

This work proposes framing the problem of seasonal item price prediction as a time series analysis task.
It addresses the usage of the classic ML models, ensemble learning models, and two proposed DL models.
The utilized models were trained and evaluated on a real-life dataset. The obtained results outlined that the
ensemble learning models outperformed the classic ML models and DL models on the accuracy metrics. The
bagging technique slightly performed better than the Adaboost and Catboost ensemble learning models.
Among the classic ML models, only the random forest performance was close to the ensemble learning
models. Thus, it can be concluded that the ensemble learning models are the best models to address this
problem of price prediction of seasonal times when the problem is framed as a time series problem. The
proposed models are tested on a dataset from one source, which is considered the only limitation of this
current work; considering several datasets from different sources can better prove the proposed models.
The future direction includes exploring the performance of the transformer DL model.

Funding Statement: The authors received no specific funding for this study.

Figure 9: Predictions for a representative seasonal item

Table 3: Accuracy rates for top-performing seasonal item model

MAE RMSE R2 MAPE

AdaBoost 5.4 36.1 10.1% 7.2
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