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Abstract: In the objective world, how to deal with the complexity and uncertainty
of big data efficiently and accurately has become the premise and key to machine
learning. Fuzzy support vector machine (FSVM) not only deals with the classifi-
cation problems for training samples with fuzzy information, but also assigns a
fuzzy membership degree to each training sample, allowing different training
samples to contribute differently in predicting an optimal hyperplane to separate
two classes with maximum margin, reducing the effect of outliers and noise,
Quantum computing has super parallel computing capabilities and holds the pro-
mise of faster algorithmic processing of data. However, FSVM and quantum com-
puting are incapable of dealing with the complexity and uncertainty of big data in
an efficient and accurate manner. This paper research and propose an efficient and
accurate quantum fuzzy support vector machine (QFSVM) algorithm based on the
fact that quantum computing can efficiently process large amounts of data and
FSVM is easy to deal with the complexity and uncertainty problems. The central
idea of the proposed algorithm is to use the quantum algorithm for solving linear
systems of equations (HHL algorithm) and the least-squares method to solve the
quadratic programming problem in the FSVM. The proposed algorithm can deter-
mine whether a sample belongs to the positive or negative class while also achiev-
ing a good generalization performance. Furthermore, this paper applies QFSVM
to handwritten character recognition and demonstrates that QFSVM can be run on
quantum computers, and achieve accurate classification of handwritten characters.
When compared to FSVM, QFSVM’s computational complexity decreases expo-
nentially with the number of training samples.

Keywords: Quantum fuzzy support vector machine (QFSVM); fuzzy support
vector machine (FSVM); quantum computing

1 Introduction

Support Vector Machine (SVM) is a machine learning algorithm that can overcome the local minimum
and curse of dimensionality in traditional machine learning algorithms. It is based on the rule of Vapnik-
Chervonenkis theory and structural risk minimization principle in statistical learning theory. It is a binary
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classification technique that uses the training dataset to predict an optimal hyperplane in an n-dimensional
space. This hyperplane is used to classify new data sets. There are currently several types of SVM, such
as twin SVM [1], Gaussian SVM [2], multi-kernel SVM [3] and so on. Furthermore, SVM has been
widely applied in a variety of fields, for example, handwritten hindi character recognition [4], face
recognition [5], network intrusion detection [6] and breast cancer diagnosis [7], and so on. Although
SVM is a common algorithm for classification problems that treats all samples equally and ignores the
effect of outliers and noise on the construction of optimal hyperplanes, it fails to perform well when
classifying new sets of data with fuzzy information.

To address this issue, some researchers incorporate fuzzy set theory into SVM and propose fuzzy support
vector machine (FSVM) algorithms. Inoue et al. [8] proposed the first FSVM algorithm in 2001, which
introduces a fuzzy membership function and uses the FSVM classification technique to eliminate the
inseparable area. To reduce the influence of noise or outliers, Taiwan scholars Lin et al. [9] combined fuzzy
set theory and proposed an FSVM algorithm in 2002, which assigns a fuzzy membership grade to each
training sample to make different training samples have different contributions in predicting an optimal
hyperplane in an n-dimensional space. Following that, FSVM was rapidly developed. Wang et al. [10]
proposed a bilateral-weighted fuzzy support vector machine (B-FSVM), which improves generalization by
assigning different memberships to each training sample. Li et al. [11] proposed a regularized monotonic
fuzzy support vector machine model that takes into account the various contributions of each training data
as well as prior knowledge of monotonicity. Tao et al. [12] proposed an affinity and class probability-based
fuzzy support vector machine technique (ACFSVM) that has a better generalization performance when
dealing with imbalanced data set classification problems. The key to the FSVM is to construct the fuzzy
membership function and choose a suitable fuzzy membership function, which can effectively reduce the
effects of outliers and noise when solving the classification problem. Tang et al. [13] proposed a new fuzzy
membership function combined with the concept of the k-nearest neighbor algorithm, in which the distance
between each training sample and the center of classification, as well as sample affinity, are considered
concurrently. Tang [14] proposed a new fuzzy membership function based on the structural information of
two classes in the input space and feature space that can effectively distinguish the support vectors and the
outliers. To deal with classification problems with outliers or noises, Yang et al. [15] proposed a kernel
fuzzy c-means clustering-based fuzzy SVM algorithm (KFCM-FSVM). Currently, the FSVM algorithm has
demonstrated superior generalization performance in a variety of fields, including bankruptcy prediction
[16], short-term load forecasting [17], and Breast cancer diagnosis [18]. Despite the fact that the FSVM
algorithm can deal with a set of data with fuzzy information, it cannot efficiently deal with the complexity
and uncertainty of big data.

Due to the high parallelism of quantum computing, some researchers have set out to combine quantum
computing and machine learning algorithms and propose quantum machine learning algorithms [19–22].
Rebentrost et al. [23] proposed a quantum support vector machine (QSVM) algorithm in 2014, which uses
a swap test [24] to solve inner products and the HHL algorithm [25] to solve matrix inversion. This work
demonstrated the feasibility of executing QSVM in a near-term quantum computer by implementing an
experimental realization of QSVM for handwriting recognition on a four-qubit NMR test [26]. Ding
et al. [27] proposed a quantum-inspired classical algorithm for the least-square support vector machine
(LS-SVM) using an improved fast sampling technique, which was inspired by the QSVM algorithm.
Lin et al. [28] proposed a novel quantum algorithm for simplifying quantum LS-SVM, as well as a
hybrid quantum-classical version for sparse solutions of LS-SVM. Although QSVM is a generalization
of the traditional SVM and it can hold the promise of faster algorithmic processing of data, it cannot
deal with classification problems for training samples with fuzzy information, so research into QSVM
with fuzzy training samples is very meaningful. Moreover, there are many uncertainties in the objective
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world, how to deal with the ambiguity of big data efficiently and accurately is the premise and key to the
SVM algorithm.

Based on the analysis presented above, this paper proposes a novel quantum fuzzy support vector
machine for binary classification, paving the way for dealing with the complexity and uncertainty of big
data efficiently and accurately. This paper uses the fact that quantum computing can efficiently process
big data and FSVM is easy to deal with the complexity and uncertainty problems to research and propose
an efficient and accurate QFSVM algorithm. The core idea of the proposed algorithm is to use the least-
squares method to convert the quadratic programming problem in FSVM into a linear equation and then
solve the linear equation using the HHL algorithm, which can effectively improve the computational
complexity of FSVM. The proposed QFSVM algorithm can efficiently deal with classification problems
for training samples with fuzzy information, and it can determine whether a sample belongs to the
positive or negative class. Moreover, it is applied to the handwritten characters and the experimental
results show that the proposed QFSVM algorithm can achieve accurate classification of handwritten
characters, and that executing QFSVM in a near-term quantum computer is feasible.

The rest of this paper is structured as follows. A fuzzy support vector machine is introduced in Section 2.
The proposed quantum fuzzy support vector machine for binary classification is described in Section 3.
Experimental realization of quantum fuzzy support vector machine is given in Section 4. Discussion and
conclusion are contained in Section 5.

2 Fuzzy Support Vector Machine

2.1 The Concept of Fuzzy Sets

Classical set theory: crisp set A of X is defined by the characteristic function fA xð Þ of set A.
fA xð Þ:X ! 0; 1 (1)

where vA uð Þ ¼ 0 u =2 A
1 u 2 A

�
.

Fuzzy Set Theory [29]: If the set X denotes a collection of objects defined by x, then a fuzzy set A in X
can be formulated as a set of ordered pairs:

A ¼ x; lA xð Þð Þjx 2 Xf g (2)

where lA xð Þ:X ! 0; 1½ �, and lA xð Þ is the membership degree of x belonging to X. Membership function
lA xð Þ assigns each element of x to a membership degree between 0 and 1 (include).

2.2 Fuzzy Support Vector Machine

The data points of FSVM are given by

S ¼ f xi; yi; lið Þgli¼1 ¼ x1; y1; l1ð Þ; x2; y2; l2ð Þ; � � � ; xl; yl; llð Þ (3)

where xi 2 Rd denotes the characteristic of a training point. yi 2 þ1; �1f g donates the class label of train
point xi, the membership degree li 2 0; 1½ � donates the degree that the training point xi belongs to yi.

The FSVM algorithm, like the SVM algorithm, seeks an optimal separate hyperplane wTf xð Þ þ b ¼ 0
that maximizes the margin between two classes. When the sample is nonlinearly separable, finding the
optimal hyperplane problem in a high-dimensional feature space is considered the solution to the
following optimization problem:
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min
w;b;n

1

2
kwk2 þ C

Xl

i¼1
lini

s:t: yi wTf xið Þ þ bð Þ � 1þ ni � 0

ni � 0; i ¼ 1; 2; 3; . . . ; l

8>>>>><
>>>>>:

(4)

where n ¼ n1; . . . ; nlð ÞT is a slack variable, C. 0 is a regularization parameter that controls the trade-off
between maximizing the margin and minimizing the training error term.

To solve the above optimization problem, we construct the following Lagrangian function:

L w; b; a; b; nð Þ ¼ 1

2
kwk2 þ C

Xl

i¼1
lini þ

Xl

i¼1
ai 1� ni � yi w

Tf xið Þ þ b
� �� ��Xl

i¼1
bini (5)

where ai � 0 and bi � 0 are Lagrangian multipliers corresponding with each training point.

we differentiate Eq. (5) to w; b; ni and setting the results equal to zero, then we obtain:

@L w; b; a; b; nð Þ
@w

¼ w�
Xl

i¼1
aiyif xið Þ ¼ 0

@L w; b; a; b; nð Þ
@b

¼ �
Xl

i¼1
aiyi ¼ 0

@L w; b; a; b; nð Þ
@ni

¼ liC � ai � bi ¼ 0

8>>>>><
>>>>>:

(6)

Substituting Eq. (6) into Eq. (4), maximizing ai, and considering the knowledge of kernel function, the
optimization problem is converted as the following quadratic programming problem:

max
ai

Pl
i¼1 ai �

1

2

Xl

i¼1

Xl

j¼1
aiajyiyjK xi; xj

� �
s:t:

Pl
i¼1 aiyi ¼ 0; 0 � ai � siC; i ¼ 1; 2; . . . ; l

8<
: (7)

where K xi; xj
� � ¼ f xið ÞTf xj

� �
is a kernel function, which makes inner products in the input space mapped

into a high dimensional feature space through the nonlinear mapping, to solve the curse of dimensionality. If
a meets the condition of ai ¼ 0, the corresponding vector is not a support vector; if 0, ai � siC, the
corresponding vector is a support vector, and only the support vectors are decisive for finding an optimal
separate hyperplane.

To solve the quadratic programming problem, we can get a� ¼ a1; a2; � � � ; alð ÞT . And the decision
function becomes

f xð Þ ¼ sgn wTf xð Þ þ b
� � ¼ sgn

Xl

i¼1
a�i yiK xi; xð Þ þ b�

� �
(8)

where b� ¼ yj �
Pl

i¼1 a
�
i yi xi; xð Þ, i 2 ij0, ai � siCf g. For a new data xi, and substituting xi into the Eq. (8),

we can know its class label.

3 Quantum Fuzzy Support Vector Machine for Binary Classification

3.1 Fuzzy Membership Function Based on K-Nearest Neighbor Algorithm

The fuzzy membership function based on K-nearest neighbor algorithm is described in Algorithm 1.
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Algorithm 1 The fuzzy membership function based on K-nearest neighbor algorithm

Input: the sample xi

Output: fuzzy membership degree l xið Þ
1. Calculate the average distance daverage between the sample xi and its K-nearest neighbor sets:

daverage ¼ 1

k
d1 þ d2 þ � � � þ dkð Þ (9)

2. Calculate dmax and dmin:

dmax ¼ max daveragejxj 2 Rn
� �

dmin ¼ min daveragejxj 2 Rn
� ��

(10)

3. Calculate fuzzy membership degree l xið Þ:

l xj
� � ¼ 1� 1� hð Þ � daverage � dmin

dmax � dmin

� �f

(11)

where h is a positive number less than 1 and close to 0, and f is the control function.

From Eq. (11), it can be seen that when daverage is closer to dmin, the value of l xið Þ is closer to 1, the
sample point xi is most likely to be noise or outliers. When daverage is closer to dmax, the probability that
the sample point xi is noise or outliers is h.

3.2 Quantum Fuzzy Support Vector Machine

The solution to the quadratic programming problem of Eq. (4) has high computational complexity. By
introducing the least squares method, Eq. (4) is transformed into the following optimization problem to solve
the quadratic programming problem:

min
w;b;n

1

2
kwk2 þ 1

2
C
Xl

i¼1
lin

2
i

s:t: yi wTf xið Þ þ bð Þ ¼ 1� ni
ni � 0; i ¼ 1; 2; 3; � � � ; l

8>><
>>: (12)

To solve the above quadratic programming problem, we construct the following Lagrangian function:

L w; b; a; b; nð Þ ¼ 1

2
kwk2 þ 1

2
C
Xl

i¼1
lin

2
i þ

Xl

i¼1
ai 1� ni � yi w

Tf xið Þ þ b
� �� ��Xl

i¼1
bini (13)

We differentiate the Lagrangian function L w; b; a; nð Þ in Eq. (13) to w; b; ni; ai, and setting the
results equal to zero, we can get:

@L w; b; a; b; nð Þ
@w

¼ w�
Xl

i¼1
aiyif xið Þ ¼ 0

@L w; b; a; b; nð Þ
@b

¼ �
Xl

i¼1
aiyi ¼ 0

@L w; b; a; b; nð Þ
@ni

¼ liC � ai � bi ¼ 0

@L w; b; a; b; nð Þ
@ai

¼ 1� ni � yi w
Tf xið Þ þ b

� � ¼ 0

8>>>>>>>>><
>>>>>>>>>:

(14)
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After eliminating variables ni; w, the optimization problem in Eq. (12) is converted as the following
matrix equation:

0 ~1Tv
~1v K þ Clið Þ�1I

	 

b
~a

	 

¼ 0

~y

	 

(15)

where Kij ¼~xTi~xj is again the kernel matrix,~1v ¼ 1; � � � ; 1ð ÞT , ~y ¼ y1; � � � ; ylð ÞT , and~a ¼ a1; a2; � � � ; alð Þ.
Set F ¼ 0 ~1Tv

~1v K þ Clið Þ�1I

	 

, the matrix F is l þ 1ð Þ � l þ 1ð Þ dimensional.

FSVM parameters b; ~a are equal to the solution of the following equation:

b
~a

	 

¼ 0 ~1Tv

~1v K þ Clið Þ�1I

	 
�1
0
~y

	 

¼ F�1 0

~y

	 

(16)

Therefore, the SVM parameters are determined schematically by b; ~aT
� � ¼ F�1 0; ~yT

� �T
. The HHL

algorithm can be used to obtain FSVM parameters b; ~a.

A step-by-step procedure for obtaining the SVM parameters b; ~a is given in Algorithm 2. It should be
noted that subscript a, b, and c represent the quantum state in the ancilla register, clock register, and input
register respectively.

Algorithm 2 HHL algorithm for solving FSVM parameters b; ~a

Input: 0; yij , unitary matrix F̂

Output: b; ~aij
1. Initialization: prepare the initial quantum state:

w0ij ¼ 0ij a 0ij c yj ib ¼ 0ij a 0j ic
Xlþ1

j¼1
hujjyi uj

�� ib (17)

2. Estimate the eigenvalues kj of matrix F̂: apply the phase estimation algorithm to w0j i:

w0ij ! w1ij ¼ 0ij a

Xlþ1

j¼1
hujjyi ~kji

��
c
uj
�� ib (18)

3. Controlled rotation: apply a controlled rotation R to auxiliary qubit according to the estimated eigenvalues:

w1ij ! w2ij ¼
Xlþ1

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C2

~k2j

s
0ij þ C

~kj
1ij

 !
a

hujjyi ~kji
��

c
ujib
�� (19)

where C ¼ b2 þPl
k¼1 a

2
k .

4. Reverse phase estimation: apply the reverse phase estimation algorithm to w2ij and make ~kji
��

c
! 0ij c:

w2ij ! w3ij ¼
Xlþ1

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C2

~k2j

s
0ij þ C

~kj
1ij

 !
a

hujjyi 0ij c uji
��

b
(20)

5. Amplitude amplification: Amplitude amplification to boost the amplitude for 1ij .

6. Measure: measure the auxiliary qubit. If we get the result 1ij , the result of the input register is proportional

to
Plþ1

j¼1

hujjyi
~kj

uji
�� . Otherwise, restart Algorithm 2.

(Continued)
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After the whole process in Algorithm 2, the desired SVM parameters b; ~a are encoded in the amplitudes of
the following final state:

b; ~aij ¼ 1ffiffiffiffi
C

p b 0ij þ
Xl

k¼1
ak kj i

� �
(21)

The final state in Eq. (21) can be used for classifying the new data x, and determine whether it belongs to
the positive or negative class (y ¼ þ1 or y ¼ �1). The swap test in quantum computing can be used to
replace the decision function that is used to categorize new data. Therefore, the decision function of
FSVM is given by

f xð Þ ¼ sgn hujxið Þ (22)

where uij and xij denote the quantum states of training samples and the new data respectively.

The classification process is shown in Algorithm 3.

Algorithm 3 The classification process

Input: b; ~aij ¼ 1ffiffiffiffi
C

p b 0ij þ
Xl

k¼1
ak kj i

� �
, xj i

Output: yi 2 þ1; �1f g
1. By calling the training-data oracle [23], construct uij and the query state xij :

uij ¼ 1ffiffiffiffiffiffi
Nu

p b 0ij 0ij þ
Xl

k¼1
ak ~xkj j kij ~xkj i

� �
(23)

xij ¼ 1ffiffiffiffiffi
Nx

p 0ij 0ij þ
Xl

k¼1
~xj j kij ~xj i

� �
(24)

where Nu ¼ b2 þPl
k¼1 a

2
k ~xkj j2, Nx ¼ l~xj j2þ1.

2. Performing a quantum swap-test algorithm on uij and xij .

3. Using an ancilla to construct the state

wij ¼ 1ffiffiffi
2

p 0ij uij þ 1ij xj ið Þ (25)

4. Using φij ¼ �ij ¼ 1ffiffiffi
2

p 0ij � 1j ið Þ to measure the ancilla, the success probability

P ¼ hwj�ij j2¼ 1

2
1� hujxið Þ (26)

where hujxi ¼ 1ffiffiffiffiffiffiffiffiffiffi
NuNx

p bþ
Xl

k¼1
ak ~xkj j~xj jh~xk j~xi

� �
corresponds to the decision function. If P, 1=2, the

new date xij belongs y ¼ þ1, Otherwise, the new data xij belongs y ¼ �1.

Algorithm 2: (continued)
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The flowchart of the proposed QFSVM algorithm can be seen in Fig. 1.

For nonlinear FSVM, a kernel function is introduced, a nonlinear mapping x 7! f ðxÞ into a higher-
dimensional vector space is performed, and the kernel function becomes a nonlinear function:

K xi; xj
� � ¼ f xið Þ � f xj

� �
(27)

Assuming that the kernel function is a polynomial function K xi; xj
� � ¼ xi � xj

� �d
, map each sample xiij

and xji
�� into the d-times tensor product:

f xið Þij ¼ xiij 	d¼ xiij 	 � � � xiij (28)

f xj
� �i�� ¼ xji

�� 	d¼ xji
�� 	 � � � xji

�� (29)

Solving the nonlinear function is equivalent to the inner product of f xið Þij and f xj
� �i�� :

hf xið Þjf xj
� �i ¼ hxijxjid (30)

The inner product can be calculated by swap test algorithm. Arbitrary polynomial kernels can be
constructed using this trick. The polynomial kernel in the original space is converted into a linear
hyperplane optimization in the d-times tensor product space.

The whole quantum circuit of QFSVM for binary classification can be seen in Fig. 2 below.

Design the fuzzy membership function based on K-nearest 
neighbor algorithm

Transform the quadratic programming problem of FSVM into 
the linear systems of equations

Experimental realization

Utilize quantum states as information processing unit and 
swap test for classifying

Utilize HHL algorithm for obaining the parameters of FSVM 
algorithm

Figure 1: The flowchart of the proposed QFSVM algorithm
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4 Experimental Realization

This section demonstrates the experimental realization of a quantum fuzzy support vector machine for
binary classification. The proposed QFSVM algorithm is trained with the handwritten characters “d” and
“q”, and then eight handwritten characters “d” and “q” chosen from the Modified National Institute of
Standards and Technology database (MNIST database) are divided into two-character groups by performing
the algorithm. It is worth noting that each handwritten character should be preprocessed, including resizing
the pixels and calculating the features. In our experiment, the feature values of the handwritten character are
chosen as the horizontal (HR) and vertical ratios (VR), which can be calculated from the pixels in the left
(upper) half over the right (lower) half. For the handwritten character picture, calculating its horizontal ratio
(HR) and vertical ratio (VR), its angle value h ¼ arccotðHR=VRÞ, and the Hermite matrix F̂ as the input of
quantum circuit in Fig. 2, the class label of new data can be obtained. The training datasets of handwritten
characters “d” and “q” can be seen in Tab. 1 below. The testing datasets of handwritten characters “d” and

“q” are shown in Tab. 2. The Hermite matrix F̂ ¼ F

trF
¼ 0:4798 0:3613

0:3613 0:5202

� �
is calculated by the

handwritten characters “d” and “q”, and it can be used to obtain the desired SVM parameters b; ~a in
Algorithm 2. The recognition results of the handwritten character “d” and “q” are shown in Tab. 3. The test
data is classified as d if the amplitude is less than zero. Otherwise, the test data is labeled q. The
recognition results in Tab. 3 show that the proposed QFSVM algorithm can achieve accurate classification

Figure 2: Quantum circuit of QFSVM for binary classification. H denotes the Hadamard gate, SWAP
denotes the swap gate, S denotes the phase gate, S�1 denotes the inverse phase gate, X denotes the
quantum NOT gate. hi i ¼ 0; 1; 2ð Þ is the angle value converted from the feature information of the
given datasets
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of handwritten characters when applied to handwritten characters, and that executing QFSVM in a near-term
quantum computer is feasible.

5 Discussion and Conclusion

As an excellent classifier, the train points in (quantum) support vector machines must be specific sets,
and the QSVM and SVM cannot deal with the classification problems for training samples with fuzzy
information. In comparison to QSVM and SVM, the proposed QFSVM is a generalization of FSVM, and
it can not only deal with the training samples with fuzzy information efficiently and accurately, but also
assign a fuzzy membership degree to each training sample to reduce the effect of outliers and noise in
constructing an optimal hyperplane. In comparison to FSVM, which has the computational complexity of

Table 1: The training datasets of handwritten characters “d” and “q”

Train datasets HR; VRð Þ θ Membership degree Classification label

(0.6957, 0.5600) 0.6777 0.9 y ¼ þ1

(0.7196, 0.9368) 0.9158 0.9 y ¼ �1

Table 2: The test datasets of handwritten characters “d” and “q”

Testing datasets HR; VRð Þ θ Testing datasets HR; VRð Þ θ

(0.5172, 0.4667) 0.7341 (0.3571, 2.1667) 1.4075

(0.5658, 0.5063) 0.7300 (0.7813, 0.9000) 0.8559

(0.8444, 0.4821) 0.5188 (0.8158, 2) 1.1835

(1.3529, 0.5385) 0.3788 (0.6580, 1.3704) 1.1232

Table 3: The recognition results of handwritten characters “d” and “q”

Handwritten
characters

Amplitude Recognition
results

Handwritten
characters

Amplitude Recognition
results

0.0005 d −0.0195 q

0.0007 d −0.0033 q

0.0074 d −0.0134 q

0.0116 d −0.1160 q
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O poly N ; Mð Þð Þ, where N is the number of dimensions of the feature space and M is the number of training
samples. QFSVM gives exponential speed-up over the FSVM, and the computational complexity is
O log Nð Þlog Mð Þð Þ.

In conclusion, a quantum fuzzy support vector machine for binary classification is proposed in this
paper. It is derived from the fuzzy support vector machine algorithm and can process training samples
with fuzzy membership efficiently and accurately, as well as deal with the complexity and uncertainty of
big data efficiently and accurately. The proposed algorithm is applied to the handwritten characters, and
experimental results show that the proposed QFSVM has good classification accuracy and that executing
QFSVM in a near-term quantum computer is feasible. More importantly, it opens up a new path for
processing large amounts of data with fuzzy information. In the future, we will focus on the quantum
fuzzy support vector machine for multiclass classification and the quantum fuzzy support vector machine
for privacy protection.
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