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Abstract: In the field of fault tolerance estimation, the increasing attention in elec-
trical motors is the fault detection and diagnosis. The tasks performed by these
machines are progressively complex and the enhancements are likewise looked
for in the field of fault diagnosis. It has now turned out to be essential to diagnose
faults at their very inception; as unscheduled machine downtime can upset dead-
lines and cause heavy financial burden. In this paper, fault diagnosis and speed
control of permanent magnet synchronous motor (PMSM) is proposed. Elman
Neural Network (ENN) is used to diagnose the fault of permanent magnet syn-
chronous motor. Both the fault location and fault severity are considered. In this,
eccentricity fault may occur in the motor. To control the speed of the permanent
magnet synchronous motor, Dolphin Swarm Optimization (DSO) algorithm is
used. The proposed work is simulated by using MATLAB in terms of amplitude,
speed and torque. The comparison graph of speed vs. torque obtained by the pro-
posed method gives better result compared to the other existing techniques. The
proposed work is also compared with Particle Swarm Optimization (PSO) and
Elephant Herding Optimization (EHO) algorithm. The proposed usage of Elman
Neural Network to detect the fault and the usage of Dolphin Swarm Optimization
algorithm to control the speed of the permanent magnet synchronous motor gives
better outcome.

Keywords: Amplitude; electricmotor; elephant herding optimization algorithm; fault
detection; partial swarmoptimization algorithm;permanentmagnet synchronousmotor

1 Introduction

Electric motors convert electrical energy into mechanical energy and they operate via the interaction
between the magnetic field of the motor and current through the winding of the motor. Electric motors
can be powered using DC sources (DC motors) and it can also be powered using the alternating sources
(AC motors). Electric motors are classified based on their internal construction, type of power source and
applications etc. Permanent magnet synchronous motor (PMSM) is an alternating current (AC)
synchronous motor, and here the permanent magnets provide the field excitation of the motor [1,2]. These
PMSMs are same as that of the brushless DC motors. For the field orientation accurately, knowing about
the position of the rotor is not enough for the motion control. It also needs the information about the
speed of rotor for controlling the closed loop. Because of its advantages it is used in area of elevator,
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ships, electric propulsion and electric vehicle. These PMSM motors also have disadvantages. These are
magnetic faults, electric faults and mechanical faults [3]. The types of faults occured in the permanent
magnet synchronous motor are presented in Fig. 1.

About 40%–50% of motor failures are due to the mechanical faults and these include bearing and
eccentricity fault. These faults happen because of the manufacturing defects such as the bearing tolerance,
unbalanced mass and shaft bow. Magnetic fault happens because of the distribution of the magnetic flux
around the air gap and the stator [4–7]. The two types of electrical faults are open and closed circuit. The
fault of short circuit machine is because of the overloading of machine and high temperatures. The open
circuit fault happens because of the broken winding, which bans the current circulation through the phase.

In recent years, machine learning has become a popular technique. Many studies have demonstrated that
both unsupervised and supervised machine learning be effectively used in fault diagnosis. Many
unsupervised learning systems have been applied in industry, such as the K-means algorithm, principal
component analysis, and self-organizing map. Supervised learning systems, such as artificial neural
networks, support vector machines, and partial least squares, also exhibit strong performances to
engineering applications. These applications demonstrate that machine learning can be effectively solve
or improve a variety of engineering problems [8–10]. In machine learning, an Elman Neural Network
method has been developed for the fault diagnosis of induction motors. This method is more effective
and robust than other state-of-the-art methods. Although vibration signal analysis yields good results in
fault diagnosis, the removal of background noise is often a complicated process. Four layers are present
in Elman Neural Network. These layers are the input layer, the hidden layer, the context layer; and the
output layer [11,12]. The weights of the four layers are adjustable. Each layer connects the neighboring
two layers. The issues in the motors are the fault diagnosis, which may appear while running the motor
over the wide speed range. Metaheuristic optimization algorithm is used to control the speed of the
motor. Here, Dolphin Swarm Optimization (DSO) algorithm is used to control the speed of the PMSM.

The rest of the research paper is organized as follow, the next section gives some analysis of related
works along with the contribution of the proposed method. The third section gives the design of PMSM.
The fault diagnosis of PMSM is carried out by using Elman Neutral Network to diagnose the fault of the
PMSM and Dolphin Swarm Optimization algorithm is used to control the speed of the PMSM. The
fourth part gives evaluation of the planned work through the MATLAB implementation. Final section
provides conclusion of this research with some suggestion for future work.

Figure 1: PMSM faults
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2 Literature Survey

In current industrial electric drive system, three phase inverters based on PMSM and power electronics
are the important components. It can be said that in drive systems the most vulnerable components are the
inverter power switches. The reliability of the drive system can be improved by diagnosing the inverter and
by detection of fault(s). Hence these two methods were necessary in improving the reliability.

TingNa et al. [13] proposed a new method to quantize the end effect of the PMSM. They computed the
end-effect co-efficient of that motor to upgrade the waveform of back-emf got from the 2D finite element
model.

Qiu et al. [14] used multi-objective pigeon-inspired optimization (MPIO) to optimize the designing
parameters of brushless direct current (BLDC) motors. They had also demonstrated the improvements in
outcomes by using the MPIO. A Bayesian network based on driven fault diagnosis method of three phase
inverter was proposed by Cai et al. [15], which was inspired by the uncertainty problem in fault diagnosis
of inverters. For different fault modes two line to line voltages are measured. By using Fast Fourier
Transform the signal features could be extracted. Sample dimensions were decreased by using component
analysis principle. Using the experimental and simulated data, the fault diagnosis model could be trained.

Nowadays, as we know that PMSM drive based on VSIs (Voltage source inverters) are used in the
industrial applications. To increase the consistency and availability of the drive, improving the reliability
of voltage source inverter is the most important factor. A strong fault diagnostic technique for many
IGBTs open circuit and current sensor faults in three stage drive of PMSM were discussed by Jlassi et al.
[16]. For diagnosing the error, a proposed observer-based algorithm was implemented based on an
adaptive threshold. Using that sensor any faults in open circuits could be differentiated easily. Those
faulty sensors and power semiconductors could be separated easily. Many experimental results and
simulations using controlled PMSM drive had been performed, which proved the effectiveness of the
strength of diagnostic algorithm against false alarms.

A method for fault detection of short circuit separation of the PMSM had been investigated by
Mazzoletti et al. [17]. The fault detection was done on the basis of RCV (residual current vector), which
was formed by the difference between the stator currents measured and the current had been computed by
the observer state. By employing different reference frames, false alarms occurring due to the undesired
perturbations could be avoided. Hence the proposed residual current vector correctly detected the amount
of fault severity. The back-electromagnetic field generated by the magnet was proportional to the rotor
shaft speed. Without using any speed sensor, the electrical angular speed could be computed through the
measurements of the stator voltages. The trustworthiness and the strength of the proposed method was
tested for many interturn fault-conditions under transient conditions.

Fault detection methods were used for the diagnosis of three phase VSI (voltage source inverter) to
increase the reliability in aggressive environment, which was discussed by Yan et al. [18]. A fuzzy based
fault diagnosis method was developed based on average current Park’s vector methods. The information
of phase current was utilized for computing the symptom variables using the method of average current
Park’s vector. To the fault symptom variables, the fuzzy logic was applied and the information around the
power switches was obtained. That proposed fault detection method not only detected the open circuit
faults but also that additionally found the broken faults in the switches, which improved the unwavering
quality of the motor framework. The method of proposed efficiency could be seen using both the
simulation and experiments.

For online PMSM demagnetization fault diagnosis, the usage of torque ripple using CWT (continuous
wavelet transforms), and GST (grey system theory) was discussed by Zhu et al. [19]. A rotor flux linkage
detection model based on a torque ripple considering the electromagnetic noises was proposed at first and
also employed the energy separation of the torque ripple, wavelet ridge spectrum and CWT filtering.
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Using that model variation in torque and the electromagnetic interferences had also been neglected. The role
of the grey system theory was to simplify the demagnetization ratio and pulsations of ripple energy had been
produced by demagnetization.

The contribution of the paper is organized as follow:

� Design of PMSM motor.

� Fault analysis is carried out through Elman Neural Network (ENN).

� To control PMSM motor speed, Dolphin Swarm Optimization (DSO) algorithm is utilized.

The proposed work is also being compared with other existing algorithms i.e., PSO [20] and EHO [21].

3 Proposed Methodology

The quick production of vast amounts of product is permitted by the industrial automation. However,
equipment protection still needs human involvement. In the fault diagnosis, the requirement for human
intervention process has been diminished step by step due to technology improvements. Based on the
vibration signal there are a few motor fault diagnosis techniques. The electrical machines of users and
manufactures at first rely upon such basic protection like earth fault, overvoltage, over current and so
forth to ensure safe and reliable operation. However, as the tasks performed by these machines are
progressively complex and the enhancements are likewise looked for in the field of fault diagnosis. It has
now turned out to be essential to diagnose faults at their very inception; as unscheduled machine
downtime can upset deadlines and cause heavy financial burden. To overcome these drawbacks in
PMSM, several faults diagnosis techniques are attained and among those neural networks are more
efficient. As a deep network structure, this technique trains one by one layers especially. The proposed
method using Elman Neural Network (ENN) and Dolphin Swarm Optimization (DSO) will provide better
performance. The proposed work flow is shown in Fig. 2.

3.1 Design of PMSM

The following equations are used to compute the self and mutual inductance, iron losses, back EMF and
copper losses.

Figure 2: Proposed work flow
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The pole pitch can be computed by using the formula expressed by Eq. (1).

sq ¼ 2 pRa=2q (1)

where τp represents pole pitch, Ra represents internal radius of stator and ρ indicates as number of pole pair.

Total flux can be computed by using Eq. (2).

f ¼ 2

3
Be sp LzpN=phase (2)

where, f represents flux, Be represents magnetic flux in air gap, Lz represents stack length and N represents
the number of turns.

For computing the back EMF, the formula can be expressed by Eq. (3).

E ¼ @f
@t

(3)

Copper losses can be computed by Eq. (4).

pc ¼ 3 I2 Rs (4)

where, Pc represents copper losses, Rs represents stator resistance.

The equation to stator resistance is given by Eq. (5).

Rs ¼ pL=S (5)

where, Rs represents stator resistance, p represents number of pole pair, L represents self-inductance.

The expression for total length of copper per phase is given by Eq. (6).

Lend ¼ p2 ðRa þ henc=2Þ
2p

(6)

where, Ra represents internal radius of stator, henc represents height of the stator. Ltotal is expressed by Eq. (7).

Ltotal ¼ 2 ðLz þ LendÞ (7)

where, Ltotal represents length of the copper wire, Lz represents stack of the length.

The inductance L can be defined as the ratio of flux linkage to the current (I) producing the flux having
the unit of Henry (H), which is equivalent to a weber per ampere. The inductor is used to store energy in the
magnetic field. Inductors most by and large comprise of loops of wire, regularly wrapped around a ferrite or
ferromagnetic core, and their estimation of inductance is a capacity just of the physical configuration of the
conductor alongside the permeability of the material through which the flux passes. Fig. 3 shows the diagram
of PMSM motor.

A process for discovery the inductance is as follow:

� Let I be the current in the conductor.

� Be is determined by using Biot-Savart’s law.

� The total flux f is to computed.

� To get the flux linkage, the total flux is multiplied by the number of loops.
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The expression of slot pitch is given by Eq. (8).

sd ¼ 2pRa=Ns (8)

where, τd represents slot pitch, Ra represents internal radius of the stator and Ns represents number of slots.

The self-inductance can be computed by the formula by Eq. (9).

L ¼ l0 N
2 sp Lz=2e (9)

where, L represents self-inductance, τp represents pole pitch, Lz represents stack length and e represents
height of magnet and air gap.

The formula for mutual inductance is given by Eqs. (10) and (11).

M12 ¼ l0 N
2 LZðsp � sdÞ

2e
(10)

M13 ¼ l0 N
2 LZðsp � 2sdÞ

2e
(11)

where, M12 and M13 represents mutual inductances, τd represents slot pitch.

Leq ¼ 3Lþ 4M12 þ 2M13 (12)

where, Leq represents equivalent inductance, L represents self-inductance.

Laa ¼ 2Leq (13)

where, Laa represents inductance at phase a and Leq represents equivalent inductance.

Torque can be computed by Eq. (14).

Torque ¼ 4 pqNI BeLzRa (14)

where, Ra is defined as the internal radius of stator, p represents the number of pole pair, q represents the
number of slots/pole/phase, N represents the number of turns, Be represents the magnetic flux in air gap
and Lz represents the stack length.

3.2 Elman Neural Network

One of the recurrent neural networks is ENN. This network has extra inputs from the hidden layer that is
context layer when compared to the traditional neural network. A set of context nodes is occupied by ENN to

Figure 3: PMSM motor
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store the internal states. Elman back propagation algorithm is the most typical back-propagation algorithm
that is used in the ENN. The structure of ENN is illustrated in Fig. 4.

Four layers are present in Elman Neural Network (ENN). These are input layer, hidden layer, context
layer: and output layer. In ENN the distinct local networks of context nodes made its output sensitive.
Based on gradient descent principle for ENN, the training algorithm is similar to BP learning algorithm.
However, the context loads just as beginning context hubs yield play in the error back propagation
technique that must be taken over.

netjðtÞ ¼
XM

i¼1
WijXiðt � 1Þ þ

XN

j¼1
CjUjðtÞ þ Bj (15)

where, Wij represents the weight that connects between hidden node j and input node i, Xi is the input vector,
Cj represents as the weight connected between context node and hidden node, Uj represents as context layer
and Bj represents as hidden layer.

Uj is the context node value, the expression is given by Eq. (16).

Uj ðtÞ ¼ Zj ðt � 1Þ (16)

where, hidden layer output is called as Zj.

The sigmoid role is the designated activation function of hidden layer that is given by Eq. (17).

ZjðtÞ ¼ f ðnetj ðtÞÞ (17)

Where

netkðtÞ ¼
XN

j¼1
VjkZjðtÞ þ BK (18)

The output of ENN is given by Eq. (19).

YkðtÞ ¼ f ðnetkðtÞÞ (19)

where, Yk represents the output of ENN and Vjk represents the weight that connects the node j in the hidden
layer to the output nodes.

The state estimation of neural network is added in the ENN for updating the weight and the necessary
expressions are given by Eqs. (20) and (21).

Figure 4: Elman neural network
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x
^ ðk þ 1Þ ¼ A x

^ðkÞ þ Bh ðkÞ0 f ðx^ ðkÞ þ KhðkÞðy ðkÞ � C x
^ ðkÞÞ Þ (20)

z
^ðkÞ ¼ L x

^ðkÞ (21)

where, the estimator gains Kθ(k) should be designed [22].

3.3 Fault Diagnosis of PMSM by Using ENN

The PMSM working conditions has shown that there are indirectly replicated in its feature signal. The
possibility of the ENN-based motor fault discovery plot is to initially expect the time arrangement of this
feature signal with ENNs and after that review any doubtful change in the expectation attributes, which is
thought to be produced by emerging fault. By using ENN, the training phase of PMSM is shown in Fig. 5.

Here, the ENN the feature signal value is represented as Y(n) at sample index K and the prediction
output is represented by �Y ðnÞ. From healthy motors here, the training time series is collected. This feature
signal is trained by ENN to give one step ahead prediction.

Ep(n) is termed as the error prediction represented by Eq. (22).

EP ðnÞ ¼ Y ðnÞ � Y ðnÞ (22)

The expectation of squared prediction error [EE(n)] is defined by Eq. (23).

EEðnþ 1Þ ¼ n

nþ 1
EEðnÞ þ 1

nþ 1
E2
Pðnþ 1Þ (23)

Depending upon the variation of EE(n), the motor fault can be detected as demonstrated in Fig. 6. All the
more correctly, utilizing the plan on-line for well motors, EE(n) joins to a consistent, since the trained ENN is
equipped for giving an agreeable prediction of the feature signal. However, EE(n) will fundamentally diverge
from the minimal value if motor is working in unusual conditions. An occurring fault has been identified
when deviation becomes over a pre-set threshold.

So, in this case the fault in PMSM is found by using ENN. The mechanical fault of eccentricity is
occurring in the PMSM. Then it is needed to rectify the fault and control the motor speed by using the
Dolphin Swarm Optimization (DSO) algorithm. The below section describes the detailed explanation
about DSO algorithm.

Figure 5: Training phase of ENN based PMSM
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3.4 Speed Control by Using DSO

One of the smartest animals is dolphin and it has a lot of interesting biological characteristics and living
habits. Three stages are considered by the dolphin predation process. Each dolphin independently takes
advantage of sound to search for nearby preys in the first stage. At second, information’s are exchanged
by dolphins because if the dolphin gets large prey so that it calls other dolphins for help. Once the
dolphin gets the information, it moves towards the prey surrounded with other dolphins. Finally, the prey
is surrounded by dolphins and then it is required to take turns and to enjoy the food. Hence the predation
is accomplished. The advantages of DSO are periodic convergences, first slow then fast convergences and
local-optimum-free. Additionally, it particularly appropriates to optimize the issues with more calls of
fitness functions. Tab. 1 shows the parameters of the algorithm, which is related to the experiment.

3.4.1 Initialization
First initialize the parameters of PMSM based on the DSO algorithm to control the speed of PMSM. The

parameters used to control the speed of PMSM are Eb, Ia, Ra, p, f, V.

3.4.2 Varying Stator Voltage Phase
To vary the stator voltage phase is the economical method of speed control at constant frequency supply.

In the inverter by controlling the switches, the three-stage stator voltage at line frequency can be measured.
Decrease in stator voltage will yield a decrease in speed based on the algorithm. In the stator voltage phase,
each voltage phase searches its machine by making control of the speed. In that, to prevent the machine
from getting speed a maximum voltage Vmax is set. By varying stator voltage phase, the relation is
expressed by Eq. (24).

Vs ¼ Eb þ IaRa (24)

Figure 6: ENN based PMSM fault detection

Table 1: Parameters of the algorithm

Parameters

Absorption coefficient 1

Population 30

Crowd 0.618

Maximum iteration 100

Steps 0.01

Visuals 2.5

Upper limit 20

Lower limit 4
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where, Eb, is represented as back EMF, Ia is denoted as armature current, V is denoted as voltage and Ra is
represented as armature resistance.

For the stator voltage Vs that machine gets its fitness Eij, which is computed by Eq. (25).

Eij ¼ Fitness ðVsÞ (25)

3.4.3 Call for Other Phase
In the call phase, each parameter makes vary to attain the speed of the PMSM motor of its result in the

stator voltage phase, including whether a better value is found. By varying frequency, armature control,
change the number of poles, adding rotor resistance and change the slip to control the speed of PMSMmotor.

FitnessðPÞ � FitnessðPiÞ (26)

where, P is represented as each parameter in the PMSMmachine and Pi is denoted as optimal solution of each
parameters in the PMSM machine.

3.4.4 Control Phase
In the control phase, each parameter needs to calculate optimal solution according to the known value and

gets a new value. For each parameter the known value contains its own speed, its individual optimal solution.

Speed ¼ 120f

P1 þ P2
(27)

where, f is the frequency.

When all the parameters values are varying, the PMSM motor updates its value. Then the algorithm
meets to end the condition. If the end condition is satisfied, the PMSM motor speed is controlled.

4 Results and Discussions

The proposed work can be simulated by using MATLAB in terms of amplitude, speed and torque. The
proposed work can also be compared with other recent techniques for the research evaluation. The existing
schemes are Particle Swarm Optimization (PSO) and Elephant Herding Optimization (EHO) algorithms.

4.1 Time vs. Amplitude

The performance of time vs. amplitude graph is shown in Fig. 7. Amplitude of the performance is
increased when the time gets increased. At the time 0.5 s, the amplitude value is 0.19. At the time of 1 s,
the amplitude value is 0.23 and at the time of 1.5 to 2.5 s, the amplitude value is 0.24. So finally, the
amplitude gets constant value at the time of 1.5 to 2.5 s. The proposed method gives better amplitude results.

4.2 Time vs. Current

The performance of time vs. current graph is shown in the Fig. 8. When the time increases, the current of
the motor is increased and decreased. At the time of 50 ms, the current value is 5.45 A. The current value is
increased up to 5.45 A and decreased to 5.1 A.

4.3 Horse Power vs. Efficiency

The performance of horse power vs. efficiency is shown in Fig. 9. The standard motor is indicated by red
color and PMSM is indicated by blue color. When the horse power is increased, the efficiency is also
increased. At the horsepower 2, the efficiency of standard motor is 0.77 and PMSM motor is 0.85. So,
when compared with standard motors, the proposed PMSM motor gives higher efficiency.
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Figure 7: Time vs. amplitude

Figure 8: Time vs. current

Figure 9: Horsepower vs. efficiency
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4.4 Speed vs. Torque

The performance of speed vs. torque is graph is shown in Fig. 10. In this, the outcomes obtained by DSO
algorithm is indicated by red color, Particle Swarm Optimization (PSO) algorithm is indicated by blue color
and Elephant Herding Optimization (EHO) algorithm is indicated by rose color. At the speed of 800 rpm, the
torque by EHO algorithm is 190 Nm, the torque by PSO algorithm is 200 Nm and the torque by the DSO is
270 Nm. The proposed algorithm gets better torque when compared with other algorithms.

4.5 Comparison of Time vs. Speed

The comparison of time vs. speed graph is shown in Fig. 11. By varying time, the speed of the machine
value first slightly increases and then goes to constant speed. When DSO is compared with other existing
schemes that is response curve of PI controller [23] and response curve of improved extended state
observer [24], the outcome obtained by dolphin swarm optimization (DSO) algorithm gives better result.

Figure 10: Speed vs. torque

Figure 11: Time vs. speed
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5 Conclusions

In this paper, fault diagnosis of permanent magnet synchronous motor (PMSM) has been carried out
using Elman Neural Network (ENN). Both fault location and fault severity have been considered. To
control the speed of the PMSM Dolphin Swarm Optimization (DSO) algorithm is used. The eccentricity
fault may occur in the motor. The proposed work has been simulated by using MATLAB in terms of
amplitude, speed and torque. The performance of speed, amplitude, torque graphs give better results. The
comparison graph of speed vs. torque gives better result when compared to the other existing techniques.
The existing schemes are PSO and EHO. The future improvement of the scheme is to use the advanced
algorithm to find the fault of the PMSM. The proposed method gives better outcomes.
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