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Abstract: An intrusion detection system (IDS) becomes an important tool for
ensuring security in the network. In recent times, machine learning (ML) and deep
learning (DL) models can be applied for the identification of intrusions over the
network effectively. To resolve the security issues, this paper presents a new
Binary Butterfly Optimization algorithm based on Feature Selection with DRL
technique, called BBOFS-DRL for intrusion detection. The proposed BBOFS-
DRL model mainly accomplishes the recognition of intrusions in the network.
To attain this, the BBOFS-DRL model initially designs the BBOFS algorithm
based on the traditional butterfly optimization algorithm (BOA) to elect feature
subsets. Besides, DRL model is employed for the proper identification and clas-
sification of intrusions that exist in the network. Furthermore, beetle antenna
search (BAS) technique is applied to tune the DRL parameters for enhanced intru-
sion detection efficiency. For ensuring the superior intrusion detection outcomes
of the BBOFS-DRL model, a wide-ranging experimental analysis is performed
against benchmark dataset. The simulation results reported the supremacy of
the BBOFS-DRL model over its recent state of art approaches.

Keywords: Intrusion detection; security; reinforcement learning; machine
learning; feature selection; beetle antenna search

1 Introduction

The advancement in the internet and communication domain has led to a greater rise in the size of the
network and the corresponding data. By virtue of this, peculiar attacks are being arisen and have become a
very big challenge for network security in detecting intrusions accurately. In addition to this, the prevalence
of intruders with a motive to commence several attacks inside the network cannot be neglected [1]. An
intrusion detection system (IDS) is single effective tool that keeps on preventing the network from
probable intrusions by analyzing the traffic of the network, to assure its secrecy, integrity, and availability.
In the cyber security domain, the IDS is absolutely necessary for attaining a solid line of defense in
opposition to cyber intrusions. The digital planet becomes the primary supplement to the physical globe
due to the worldwide use of computer networking and availability of programs and services that made it

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

DOI: 10.32604/csse.2023.030630
Article

echT PressScience

mailto:spriyasrmist@gmail.com
https://www.techscience.com/journal/csse
http://dx.doi.org/10.32604/csse.2023.030630
https://www.techscience.com/
https://www.techscience.com/doi/10.32604/csse.2023.030630


easy to establish users’ jobs in a short span of time at a lower cost [2]. A system is regarded as secure if these
3 principles of computer security that is, Confidentiality, Integrity, and Availability (CIA), are satisfied in a
successful manner. Hackers always attempt to breach these principle matters, with each and every attack type
having its own refined manner and assuming a very serious hazard to computer networking [3].

IDS is considered a network in a security management system widely used for the purpose of detecting
network intrusions [4]. In order to get adapted to the fastest growth of network technologies and network
security identification in various forms of outline, the generalization capability of the classifier requires an
additional improvement, specifically in identifying unknown attacks. In order to develop an effective IDS
model, a huge quantity of data is essential for training and testing purposes [5]. The low-quality and
inappropriate information discovered in data may be removed after collecting the statistical properties
matters from their observable attributes and components [6]. Thus presenting a deep interpretation of the
existing dataset is important for IDS research.

In spite of massive efforts done by the researchers, IDS is still facing a challenge in betterment of detection
accuracy while decreasing invalid alarm rates and noticing novel intrusions [7,8]. In recent times, machine
learning (ML) and deep learning (DL)-based IDS systems are deployed as possible solutions to identify
intrusions across the network effectively. The application zones of new methodologies to boost the
performing task of IDSs are very important factor in current data networks with an increased hazard of
cyber-attacks [9]. These kinds of attacks impact a high risk on network services which are important from a
social end economical point of view [10]. In this work, we presented novel application zones of various in-
depth reinforcement learning (DRL) algorithms for deducting intrusion.

In [11], a new network intrusion detection (ID) technique integrated with group convolutional was
presented for improving the generalized performance of model. The fundamental classification utilizes
group convolutional with symmetric infrastructure rather ordinary convolution neural network (CNN) that
is trained by cyclic cosine annealing rate of learning. Al-Daweri et al. [12] examine the comprehensive
analysis of relevance of the features from the KDD99 and UNSW-NB15 datasets. In 3 approaches are
utilized such as rough-set theory (RST), back propagation neural network (BPNN), and discrete variant of
cuttlefish algorithm (D-CFA). Primary, the dependence ratio amongst the feature and the class has been
computed, utilizing the RST. Secondary, all the features from the data sets developed an input to the
BPNN, for measuring its capability to classifier tasks concerned all the classes. Tertiary, feature selection
(FS) procedure is executed on several runs for indicating the frequency of selective of all the features.
Kotecha et al. [13] examine the UNSW-NB15 Data set as presently most of optimum representatives of
modern attack and suggested many methods. Ahmad et al. [14] relate the several approaches for
developing a network IDS. An optimal feature was chosen in the data set dependent upon the correlation
amongst the features. In addition, it can be present the AdaBoost based method to network ID dependent
upon these chosen features and existing their brief functionality and performance. The authors in [15]
presented a promising hybrid feature selection (HFS) with ensemble classification that effectively chooses
relevant features and offers consistent attack classifier.

This paper presents a new Binary Butterfly Optimization algorithm based on Feature Selection with
DRL technique, called BBOFS-DRL for intrusion detection. The proposed BBOFS-DRL model initially
designs the BBOFS algorithm based on the traditional butterfly optimization algorithm (BOA) to elect
feature subsets. Besides, DRL model is employed for the proper identification and classification of
intrusions that exist in the network. Furthermore, beetle antenna search (BAS) technique is applied to
tune the DRL parameters for enhanced intrusion detection efficiency. For ensuring the superior intrusion
detection outcomes of the BBOFS-DRL model, a wide-ranging experimental analysis is performed
against benchmark dataset.
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2 The Proposed IDS Model

In this article, a new BBOFS-DRL model has been developed for accurate recognition of intrusions in
the network. The BBOFS-DRL model initially designed the BBOFS algorithm based on the BOA to elect
feature subsets. Besides, DRL model is employed for the proper identification and classification of
intrusions that exist in the network. Furthermore, BAS technique is applied to tune the DRL parameters
for enhanced intrusion detection efficiency. Fig. 1 illustrates the block diagram of BBOFS-DRL technique.

2.1 Design of BBOFS Technique

At the preliminary level, the BBOFS-DRL model initially designed the BBOFS algorithm based on the
BOA to elect feature subsets [16]. BOA is a novel Metaheuristic optimization method projected by Arora and
Singh in 2019 simulates the mating and nectar search behaviors of butterflies. In BOA, it is considered that
butterfly generates some concentration of fragrance. The fragrance is related to objective function of the
solution:

fi ¼ c� Ia (1)

whereas fi characterizes the fragrance, I indicates the stimulus intensity, c; and n represent the constant. There
are three steps in BOA, that is., initial, iteration, and last stages. In the initial stage, the initialized parameter
and the initialized population are created. In the iteration stage, two stages (that is, global and local searching)
are implemented. It can be arithmetically expressed in the following:

xi t þ 1ð Þ ¼ xi tð Þ þ r2 � g� � xi tð Þ
� �� fi (2)

Now xi shows the position of ith butterfly, t represents the iteration value, r 2 O; 1½ � characterizes an
arbitrary value, g� represents the global optimal, and fi characterizes the fragrance.

The expression of local searching is shown below:

xi t þ 1ð Þ ¼ xi tð Þ þ r2 � xj tð Þ � xk tð Þ� �� fi (3)

Here xj and xk denotes jth and kth butterflies from the population. The abovementioned Eqs. (2) and (3)
are implemented in BOA as:

Figure 1: Block diagram of BBOFS-DRL technique
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xi t þ 1ð Þ ¼ xi tð Þ þ r2 � g� � xi tð Þð Þ � fi; if rand , p
xi f þ 1ð Þ ¼ xi tð Þ þ r2 � xj rð Þ � xk rð Þ� �� fi; otherwize

�
(4)

In which p 2 O; 1½ � indicates a constant value. The value of c can be upgraded as follows:

c t þ 1ð Þ ¼ c tð Þ þ 0:025= c rð Þ �MaxIterð Þ (5)

Now MaxIter denotes the maximal amount of iterations. Fig. 2 illustrates the flowchart of BOA.

Different from the standard BOA, in which the solution is upgraded in the searching region towards
constant valued location, in the BBOFS, the searching region is modelled as n parameter Boolean lattice.
As well, the solution is upgraded through the Bcorner of hypercube. Moreover, to resolve the issue either
to choose or not, a binary solution and parameter vectors are employed where 1 corresponding to a
variable has been selected to encompass the novel data sets and 0 corresponds to another. In binary
algorithm, one employs the step vector to estimate the possibility of altering place, the transfer function
significantly influences the balance among exploration and exploitation. In FS technique, the size of
feature vector is N , the volume of feature grouping likely to be 2N , viz., an enormous space for
comprehensive searching. The presented method is applied to search the feature space energetically along
with producing an accurate combination of features. The FS falls within multiple objective problems
because it requires different objectives to attain an optimum solution, that reduces the subset of FS and at
the same time, maximizes the precision of output to classifier.

According to the aforementioned, the fitness function (FF) to define solution in the condition completed
to obtain a balance amongst the two objectives in the following:

fitness ¼ aDR Dð Þ þ b
Yj j
Tj j (6)

DR Dð Þ indicates the classification error rate. Yj j represents the size of subset and Tj j total amount of features
comprised in the existing data sets. a represents a variable 2 0; 1½ � related to the weight of error rate of

Figure 2: Flowchart of BOA
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classification, as well b ¼ 1� a characterizes the significance of reducing feature. The classifier accuracy is
allowable a significant weight rather than the amount of carefully chosen features. After the approximation
function it considers the classifier performance, the effect will be the disregard of solution that contains
parallel performance, but, have less chosen feature that serves as the major factor in minimizing the
dimension problems.

2.2 Process Involved in DRL Based Classification

Next to FS process, the DRL model is employed for the proper identification and classification of
intrusions that exist in the network [17]. The DRL is a significant model of machine learning that aims at
finding an optimum approach to acquire the predictable return by training an agent. Markov Decision
Process (MDP) is an elementary theoretic structure to resolve the problem of DRL. In the communication
procedure, the agent observes the state s of the present environment and selects a specific policy p; the
situation responses to the activity, and the novel state s and reward r are fed into the agent. Consequently,
assumes that starts from the early state s0, performing the Markov decision process (MDP) might lead to,
s0; a0; r0; s1; a1; r1; . . . ; sn; an; rn:

The agent's work is to improve the policy for taking actions to exploit the predictable return. The return
in step t is the amount of the discount rewards Gf ¼

P1
k¼0 c

krrþkþ1, whereas c 2 O; 1½ � indicates discount
rate that defines the existing value of forthcoming rewards. In RL, it can be vital technique to train agents for
resolving MDP issues according to activity value function Qpðs; a). Qpðs; a) Characterizes the predictable
return on the action a considered based on h policy p at state s.

Qp s; að Þ ¼ Ep½½Gtjs; a�; (7)

Qp s; að Þ computes the action value in some state. Generally, Qp s; að Þ express how better it is for agent
to be in some state. Consequently, the optimum approach is depending on the optimum value. Especially,
once the optimum action value function Q� s; að Þ ¼ max

p
Qp s; að Þ is attained, the optimum policy

p� sð Þ ¼ argmaxaeAQ� s; að Þ select the action that corresponds to the maximal Q� s; að Þ in all the states.
Usually, Q� s; að Þ is resolved as Bellman optimality that illustrates the relationships among the present
appropriate action value function and the succeeding optimum action value function.

Q� s; að Þ ¼ Es0 ½½r þ cmaxa0 Q
� s0; a0ð Þjs; a�; (8)

whereas s0 denotes the following state attained afterward action taken a, and a0 indicates the action considered
in the following state. It iterated on Eq. (8), it ultimately converge to the optimum action value function
Q� s; að Þ.

2.3 Hyperparameter Optimization

In the final stage, the BAS technique is applied to tune the DRL parameters for enhanced intrusion
detection efficiency.

For optimizing the effectiveness of the DRL approach, the hyper parameter tuning procedure is
implemented by the use of BAS technique. This technique is an optimization method that mimics beetle
forage behaviour. As soon as beetle forages, it employs left and right antennas to intellect the odour
concentration of food. Once the odour concentration attained over the left antennas are greater, it flies to
the left via the strong odour concentration; then, it flies to the right. It can be shown in the following:

~b ¼ rands Dim; 1ð Þ
krands Dim; 1ð Þk (9)
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In which Dim characterizes the spatial dimension. The space coordinate of the beetle's right and left
borders and its antennae are generated as follows

xrt ¼ xt þ d0 �~b=2
xlt ¼ xt � d0 �~b=2

�
(10)

Among others, xt characterize the place of beetle antennae at t-th iteration, xrt characterize the place of
beetle right antennae at t-th iteration, xlt epitomize the place of beetle left antennae at t-th iteration, and d0
characterize the beetle 2 places. According to the FF, the fitness value of the left and right antennae are
evaluated, as well as the beetle move to the antennae through a small fitness value [18]. The position of
beetle is below

xtþ1 ¼ xt þ dt �~b � sign f xrtð Þ � f xltð Þð Þ (11)

Among others, dt represents the step factor, sign signposts a sign function, and eta characterizes the step
factor, i.e., 0.95. The BAS algorithm intends to derivation of the fitness function (FF) for improved
classification results. It indicates a positive integer to represent superior outcomes of the candidate
solutions. Here, the classification error rate is represented as the FF as given below.

fitness xið Þ ¼ ClassifierErrorRate xið Þ ¼ number of misclassified samples

Total number of samples
� 100 (12)

3 Experimental Validation

The proposed model is simulated using MATLAB tool. This section inspects the experimental validation
of the BBOFS-DRL model using NSL-KDD dataset and UNSW-NB-15 dataset. The results are elaborated in
the following sections.

3.1 Result Analysis of NSL-KDD Dataset

The NSL-KDD dataset includes 41 features with five class labels such as Normal, DoS, Probe, remote-
to-local (R2L), and user-to-root (U2R). The proposed BBOFS technique has chosen a set of 24 features.

Fig. 3 investigates the confusion matrices of the BBOFS-DRLmodel with 70% of training set (TRS) and
20% of testing set (TSS) on NSL-KDD dataset. With 70% of TRS, the NSL-KDD dataset has determined
53616 samples into Normal class, 13183 samples into denial of service (DoS), 33363 samples into Probe,
140 samples into User to Root (U2R), and 2550 samples under Remote to Local User (R2L) class. In
addition, with 30% of TSS, the NSL-KDD dataset has determined 22881 samples into Normal class,
5606 samples into DoS, 14465 samples into Probe, 60 samples into U2R, and 1083 samples under R2L class.

Table 1 reports detailed IDS outcomes of the BBOFS-DRL model on the test NSL-KDD dataset. The
experimental outcomes implied that the BBOFS-DRL model has accomplished enhanced performance on
70% of TRS and 30% of TSS under NSL-KDD dataset. With 70% of TRS, the BBOFS-DRL model has
offered average accuy, precn, recal, Fscore, and MCC of 99.57%, 94.78%, 94.24%, 94.47%, and 94.17%
respectively. Moreover, with 30% of TSS, the BBOFS-DRL method has offered average accuy, precn,
recal, Fscore, and MCC of 99.59%, 94.19%, 95.35%, 94.76%, and 94.46% respectively.

Fig. 4 illustrates the precision-recall investigation of the BBOFS-DRL model on NSL-KDD dataset. The
figure indicated that the BBOFS-DRL model has accomplished maximum precision-recall values on the
distinct class labels.
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Fig. 5 demonstrates the training accuracy (TA) and validation accuracy (VA) offered by the BBOFS-
DRL model NSL-KDD dataset. The figure indicated that the BBOFS-DRL model has provided closer TA
and VA values with an increase in epoch count. It is observable that the VA is certainly higher than TA.

Fig. 6 validates the training loss (TL) and validation loss (VL) provided by the BBOFS-DRL model
NSL-KDD dataset. The figure designated that the BBOFS-DRL model has delivered lower TL and VL
with an increase in epoch count. It is noticeable that the VL is definitely lower compared to TL.

Figure 3: Confusion matrix of BBOFS-DRL technique on NSL-KDD dataset

Table 1: Result analysis of BBOFS-DRL technique with distinct measures on NSL-KDD dataset

Class labels Accuracy Precision Recall F-Score MCC

Training Set (70%)

Normal 99.40 99.57 99.28 99.42 98.80

Dos 99.45 97.48 98.30 97.89 97.57

Probe 99.34 99.06 98.90 98.98 98.50

U2R 99.94 84.85 77.78 81.16 81.21

R2L 99.74 92.93 96.92 94.88 94.77

Average 99.57 94.78 94.24 94.47 94.17

Testing Set (30%)

Normal 99.41 99.57 99.28 99.42 98.81

Dos 99.45 97.44 98.3 97.87 97.56

Probe 99.37 99.11 98.97 99.04 98.57

U2R 99.94 81.08 83.33 82.19 82.17

R2L 99.76 93.77 96.87 95.29 95.18

Average 99.59 94.19 95.35 94.76 94.46

CSSE, 2023, vol.46, no.3 3345



Table 2 and Fig. 7 report a comparative study of the BBOFS-DRL model with recent models interms of
different measures on NSL-KDD dataset. The outcomes demonstrated that the decision tree (DT), random
forest (RF), and support vector machine (SVM) models have accomplished poor performance with
minimal classification results. Followed by, the CNN-Bagging and CNN-Adaboost models have gained
slightly enhanced classifier results. In line with, the GCNSE model has reached reasonable performance
with accuy, precn, recal, and F1score of 84.99%, 87.37%, 85.33%, and 85.99% respectively. However, the
BBOFS-DRL model has shown improved outcomes with accuy, precn, recal, and F1score of 99.59%,
94.19%, 95.35%, and 94.76% respectively.

Figure 4: Precision-recall analysis of BBOFS-DRL method on NSL-KDD dataset

Figure 5: TA and VA analysis of BBOFS-DRL method on NSL-KDD dataset
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3.2 Result Analysis of UNSW-NB-15 Dataset

The test UNSW-NB-15 dataset comprises 42 features and ten classes, namely Generic, Normal,
Analysis, Shellcode, Exploits, Reconnaissance, Fuzzers, Worms, DoS, and Backdoors. Among the
available 42 features, the BBOFS technique has chosen 27 features.

Fig. 8 examines the confusion matrices of the BBOFS-DRLmodel with 70% of TRS and 20% of TSS on
UNSW-NB-15 dataset. With 70% of TRS, the UNSW-NB-15 dataset has determined 64579 samples into
Normal class, 1562 samples into Backdoor, 1800 samples into Analysis, 16960 samples into Fuzzers,
1022 samples into Shellcode, 9663 samples into Reconnaissance, 31085 samples into Exploits,
11258 samples into DoS, 114 samples into Worms, and 40953 samples under Generic class. Also, with
30% of TSS, the UNSW-NB-15 dataset has determined 27872 samples into Normal class, 667 samples
into Backdoor, 856 samples into Analysis, 7139 samples into Fuzzers, 414 samples into Shellcode,
4189 samples into Reconnaissance, 13122 samples into Exploits, 4958 samples into DoS, 40 samples
into Worms, and 17487 samples under Generic class.

Figure 6: TL and VL analysis of BBOFS-DRL method on NSL-KDD dataset

Table 2: Comparative analysis of BBOFS-DRL method with existing approaches on NSL-KDD dataset

Methods Accuracy Precision Recall F1-Score

Decision Tree 74.22 82.55 75.68 78.57

Random Forest 75.50 81.30 75.82 77.84

SVM Model 76.53 81.97 80.44 81.55

CNN-Bagging 79.96 80.81 81.28 80.80

CNN-Adaboost 81.66 81.22 81.37 80.43

GCNSE 84.99 87.37 85.33 85.99

BBOFS-DRL 99.59 94.19 95.35 94.76
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Table 3 defines a detailed IDS outcome of the BBOFS-DRL approach on the test UNSW-NB-15 dataset.
The experimental outcomes implied that the BBOFS-DRL model has accomplished enhanced performance
on 70% of TRS and 30% of TSS under UNSW-NB-15 dataset. With 70% of TRS, the BBOFS-DRL model
has offered average accuy, precn, recal, Fscore, and MCC of 99.85%, 97.73%, 97.52%, 97.59%, and 97.51%

Figure 7: Comparative analysis of BBOFS-DRL method on NSL-KDD dataset

Figure 8: Confusion matrix of BBOFS-DRL technique on UNSW-NB-15 dataset
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respectively. Furthermore, with 30% of TSS, the BBOFS-DRL technique has obtainable average accuy,
precn, recal, Fscore, and MCC of 99.86%, 97.99%, 97.10%, 97.49%, and 97.43% correspondingly.

Fig. 9 depicts the precision-recall investigation of the BBOFS-DRL model on UNSW-NB-15 dataset.
The figure indicated that the BBOFS-DRL model has accomplished maximum precision-recall values on
the distinct class labels.

Fig. 10 validates the TA and VA offered by the BBOFS-DRL approach on UNSW-NB-15 dataset. The
figure indicated that the BBOFS-DRLmodel has provided closer TA and VAvalues with an increase in epoch
count. It is observable that the VA is certainly higher than TA.

Fig. 11 demonstrates the TL and VL provided by the BBOFS-DRL methodology on UNSW-NB-
15 dataset. The figure designated that the BBOFS-DRL model has delivered lower TL and VL with an
increase in epoch count. It can be noticeable that the VL is definitely lower compared to TL.

Table 3: Result analysis of BBOFS-DRL technique with distinct measures on UNSW-NB-15 dataset

Class labels Accuracy Precision Recall F1-Score MCC

Training Set (70%)

Normal 99.65 99.63 99.40 99.51 99.24

Backdoor 99.93 96.78 95.95 96.36 96.33

Analysis 99.89 91.05 99.23 94.96 95.00

Fuzzers 99.82 98.73 99.41 99.07 98.97

Shellcode 99.96 97.52 95.51 96.51 96.49

Reconnaissance 99.87 98.65 99.03 98.84 98.77

Exploits 99.75 99.31 99.25 99.28 99.13

DoS 99.85 98.62 99.08 98.85 98.77

Worms 99.99 97.44 89.06 93.06 93.15

Generic 99.74 99.62 99.25 99.44 99.27

Average 99.85 97.73 97.52 97.59 97.51

Testing Set (30%)

Normal 99.65 99.60 99.43 99.51 99.24

Backdoor 99.94 97.80 95.15 96.46 96.43

Analysis 99.89 91.75 99.19 95.32 95.34

Fuzzers 99.83 98.84 99.35 99.09 99.00

Shellcode 99.95 98.10 93.88 95.94 95.95

Reconnaissance 99.86 98.43 99.03 98.73 98.65

Exploits 99.79 99.42 99.37 99.40 99.27

DoS 99.88 98.75 99.36 99.05 98.99

Worms 99.99 97.56 86.96 91.95 92.10

Generic 99.77 99.67 99.31 99.49 99.34

Average 99.86 97.99 97.10 97.49 97.43
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Table 4 and Fig. 12 report a comparative study of the BBOFS-DRLmodel with recent models in terms of
different measures on UNSW-NB-15 dataset. The outcomes demonstrated that the DT, RF, and SVMmodels
have accomplished poor performance with minimal classification results. Afterward, the CNN-Bagging and
CNN-Adaboost methods have gained slightly enhanced classifier results. Also, the GCNSE model has
reached reasonable performance with accuy, precn, recal, and F1score of 78.79%, 80.29%, 81.47%, and
82.36% respectively. However, the BBOFS-DRL model has shown improved outcomes with accuy,
precn, recal, and F1score of 99.86%, 97.99%, 97.10%, and 97.49% respectively. The above mentioned

Figure 9: Precision-recall analysis of BBOFS-DRL method on UNSW-NB-15 dataset

Figure 10: TA and VA analysis of BBOFS-DRL method on UNSW-NB-15 dataset
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tables and figures clearly show that the BBOFS-DRL model has the ability to accomplish maximum security
on two test datasets applied.

Figure 11: TL and VL analysis of BBOFS-DRL method on UNSW-NB-15 dataset

Table 4: Comparative analysis of BBOFS-DRL method with existing approaches on UNSW-NB-15 dataset

Methods Accuracy Precision Recall F1-Score

Decision Tree 71.47 80.26 72.48 75.88

Random Forest 75.04 82.14 74.27 77.96

SVM Model 77.07 78.80 77.21 77.78

CNN-Bagging 75.91 82.28 75.07 78.75

CNN-Adaboost 75.50 70.04 71.66 68.22

GCNSE 78.79 80.29 81.47 82.36

BBOFS-DRL 99.86 97.99 97.10 97.49

CSSE, 2023, vol.46, no.3 3351



4 Conclusion

In this article, a new BBOFS-DRL model has been developed for accurate recognition of intrusions in
the network. The BBOFS-DRL model initially designed the BBOFS algorithm based on the BOA to elect
feature subsets. Besides, DRL model is employed for the proper identification and classification of
intrusions that exist in the network. Furthermore, BAS technique is applied to tune the DRL parameters
for enhanced intrusion detection efficiency. For ensuring the superior intrusion detection outcomes of the
BBOFS-DRL model, a wide-ranging experimental analysis is performed against benchmark dataset. The
simulation results reported the supremacy of the BBOFS-DRL model over its recent state of art
approaches. Thus, the BBOFS-DRL technique can be utilized for ensuring security. In future, outlier
detection models can be integrated into the BBOFS-DRL model to improve its overall efficiency.
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