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ABSTRACT: Accurate purchase prediction in e-commerce critically depends on the quality of behavioral features. This
paper proposes a layered and interpretable feature engineering framework that organizes user signals into three layers:
Basic, Conversion & Stability (efficiency and volatility across actions), and Advanced Interactions & Activity (cross-
behavior synergies and intensity). Using real Taobao (Alibaba’s primary e-commerce platform) logs (57,976 records
for 10,203 users; 25 November-03 December 2017), we conducted a hierarchical, layer-wise evaluation that holds data
splits and hyperparameters fixed while varying only the feature set to quantify each layer’s marginal contribution.
Across logistic regression (LR), decision tree, random forest, XGBoost, and CatBoost models with stratified 5-fold
cross-validation, the performance improved monotonically from Basic to Conversion & Stability to Advanced features.
With LR, Fl increased from 0.613 (Basic) to 0.962 (Advanced); boosted models achieved high discrimination (0.995
AUC Score) and an F1 score up to 0.983. Calibration and precision-recall analyses indicated strong ranking quality and
acknowledged potential dataset and period biases given the short (9-day) window. By making feature contributions
measurable and reproducible, the framework complements model-centric advances and offers a transparent blueprint
for production-grade behavioral modeling. The code and processed artifacts are publicly available, and future work will
extend the validation to longer, seasonal datasets and hybrid approaches that combine automated feature learning with
domain-driven design.

KEYWORDS: Hierarchical feature engineering; purchase prediction; user behavior dataset; feature importance;
e-commerce platform; Taobao

1 Introduction

Online users continuously generate browsing, clicking, interaction, and other behavioral tracks when
using e-commerce, providing valuable data for consumer decision modeling.

To improve prediction accuracy, traditional algorithms, such as collaborative filtering, are widely used
for user preference prediction [1]. However, such methods are often constrained by data sparsity and cold
start problems, which reduce the effectiveness of recommendations [2]. To overcome these limitations,
some studies have proposed clickstream tree models based on session order and dwell time [3] or have
used multi-model stacking ensemble (MMSE) methods to improve recommendation performance [4].
In addition to algorithm improvement, feature engineering is an important part of the prediction task.
Existing studies have utilized a feature engineering framework of user-item, user-category, user, product, and

category features, as well as cross-features, to obtain better F1 scores [5]. Other studies have used sequential
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forward selection (SFS) methods for feature selection or exploratory data analysis (EDA) in e-commerce
behavior data, particularly for online review helpfulness prediction [6] and to identify key patterns and
relationships between features [7]. However, existing research is often limited to single models or local feature
design, lacking a feature engineering framework that can be extended to user behavior-purchase prediction
scenarios, and existing methods and model improvements still face significant challenges in real e-commerce
scenarios. Although some studies have proposed frameworks for predicting repeat buyers [8], most focus
on model-level improvements, such as adjusting the number of long short-term memory (LSTM) layers [9]
or removing key network modules [10], rather than evaluating the contributions of feature sets. Therefore,
designing effective and generalizable feature representations remains a fundamental bottleneck.

To address these shortcomings, this study proposes a three-layer feature engineering framework
and evaluates its feasibility by employing a hierarchical evaluation framework to quantify the marginal
contribution of each layer. Each layer is composed of basic statistical features, conversion and stability
features, and higher-level interaction features, which collectively characterize users’ purchasing propensity
from the perspectives of behavioral efficiency, stability, and relevance. Furthermore, this study compares and
analyzes the performance of various machine learning and ensemble models with and without temporal
features, and the results verify the effectiveness of the proposed feature engineering framework.

The core contributions of this study are as follows:

«  We propose a hierarchical, behavior-driven feature engineering framework that structures user actions
into meaningful layers rather than performing simple step-wise feature addition.

«  Weintroduce a layer-wise evaluation methodology that quantifies the causal and incremental contribu-
tion of each feature layer under fixed, controlled model conditions.

«  We empirically validate the effectiveness of this framework across multiple models, showing consistent
performance improvements as feature layers progress.

2 Background
2.1 Research on Alibaba

Alibaba’s large-scale user behavior data provide an ideal foundation for modeling personalized recom-
mendations and purchase predictions. For example, the deep interest network (DIN) model learns adaptive
user interest representations from historical behavior through a local activation mechanism [11]. To further
enhance sequential modeling, the behavior sequence transformer (BST) introduces a transformer-based
architecture to capture complex temporal dependencies in user behavior, showing superior performance in
large-scale online environments [12].

2.2 Predictive Analysis Methods

Analyzing and predicting user purchasing behavior is a crucial foundation for improving service
quality, optimizing marketing strategies, and enhancing recommendation systems. Research on prediction
frameworks is another way to enhance prediction accuracy. Existing purchase prediction research can
be roughly divided into algorithm improvement, feature engineering, and those related to baseline and
ensemble learning models.

For specific prediction tasks, researchers have explored various advanced strategies. For example, Qin
et al. proposed a click-through rate prediction framework based on user behavior retrieval (UBR4CTR),
which effectively improved the accuracy of click-through rate prediction [13]. Many researchers have
used model fusion strategies to purposefully mine user purchase data. For example, combining feature
engineering with fully fusion ensemble learning using the F-Ensemble method has been shown to improve
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purchase prediction accuracy on imbalanced e-commerce data [14]. Moreover, a recent study proposed a
deep adaptive evolutionary ensemble (DAEE) model by combining deep forest with evolutionary learning,
achieving a 5.02% improvement in AUC over baseline models [15]. These studies showed that user behavior
analysis has broad value in various application scenarios.

In the research on benchmark models, ensemble learning models, and the selection of specific models,
the academic community has explored a variety of effective analysis methods. Among the many methods,
logistic regression (LR) and decision tree (DT) are often used as baseline models owing to their good
interpretability and robustness. LR models are used in fields such as behavior prediction [16] and review
classification [17]. Ma et al. [18] proposed a customer interest classification method for e-commerce
trading platforms based on DT. This method effectively reduced the classification error and improved
the classification effect through Deep Feature Sparse Decomposition (DFSD) fusion and multimodal
feature extraction.

In their quest for higher prediction accuracy, researchers have gradually turned to more powerful
ensemble learning methods, among which random forest (RF) [19], XGBoost [20], and CatBoost are
outstanding representatives. As a classic ensemble algorithm, RF is not only used to predict purchase [21]
intention in conversational data but also to analyze and predict customer churn [22]. Improved versions
of XGBoost, an efficient engineering implementation of the gradient boosting algorithm, have been used
in research on user consumption behavior prediction [23] and the intelligent classification of e-commerce
customers [24]. Other studies have used CatBoost models to analyze and predict whether consumers will
purchase a particular product [25] or to improve the accuracy of predictions of user purchase intentions by
using hyperparameter-adjusted CatBoost classifiers [26].

However, despite the performance improvements brought about by advanced algorithms and ensem-
ble learning methods, their performance ceilings are still constrained by the quality of input features.
Therefore, in recent years, researchers have gradually begun to focus on the role of feature engineering in
purchase prediction.

2.3 Feature Engineering

In e-commerce scenarios, the main goal of user behavior analysis is to predict subsequent behavior
and increase purchase rates. Enriching user behavior feature sets and combining them with ensemble
learning has proven to be very effective in this regard [27]. To further improve prediction accuracy, existing
research indicates that, in addition to dynamic behavioral signals, static customer characteristics are also key
predictors of purchasing decisions [28]. In addition to individual attributes, recent research indicates that
the stage from browsing to adding to cart is a key factor in improving conversion rates [29], which further
supports the continued stability of the purchasing behavior funnel in contemporary e-commerce system.

When combined with machine learning, appropriate feature selection can improve both accuracy and
interpretability [30]. In reality, the distribution of datasets is often skewed, which creates difficulties for
machine learning algorithms [31].

To address this issue, some studies have shown that feature engineering and feature selection can
significantly improve model performance by identifying high-value predictors. For example, variables such
as “page value” and “bounce rate” have been shown to be key indicators for predicting profitable sessions [32].
Furthermore, recent research proposed a hybrid model that integrates Random Forest with XGBoost to
analyze churn determinants, achieving a 1.4% reduction in RMSE and a peak accuracy of 94.6%, thereby
demonstrating superior performance in e-commerce churn prediction [33].
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Therefore, existing research is more inclined towards the final results, and in terms of feature engineer-
ing, priority is given to manually mining features that have learning value and research significance for the
model. In summary, the core contribution of this study is the development of a multi-dimensional feature
engineering framework based on Alibaba’s real user behavior logs, which integrates manual insights and
automated mining to effectively improve the accuracy of purchase behavior prediction and model robustness.

3 Method
3.1 Feature Engineering Process

The overall research process is illustrated in Fig. 1. First, the raw behavioral data were cleaned, missing
values were handled, and a binary target variable was constructed. Next, three hierarchical feature layers—
Basic, Conversion, and Advanced—were generated through feature engineering to capture user activity,
conversion efficiency, and behavioral stability. Finally, these features were applied to the LR model for
baseline testing, followed by model training and cross-validation to evaluate performance.

2 Basic

Conversion
rate
Darta l:)ad and nFei‘stur;n Conversion == Model training

preproccess engineering LR Model Test and cross-
validatiion

——— Overall

Advanced activity

Leakage

layers

Prevention : ;
‘eatures

Figure 1: Flowchart illustrating the process of building a user purchase behavior prediction model

3.2 Research Method

The data used in this study were obtained from the publicly available Taobao User Behavior Dataset
provided by Alibaba. The data were collected from Taobao and consisted of 57,976 valid records covering
10,203 users. The dataset contains only one user behavior log table, which records user behavior data for
clicks, purchases, add-to-cart, and favorites from 25 November to 03 December 2017. The user behavior data
in the dataset are described in Table 1.

Table 1: User behavior information

Field Explanation
User ID An integer, the serialized ID that represents a user
Item ID An integer, the serialized ID that represents an item

An integer, the serialized ID that represents the
category to which the corresponding item belongs

Behavior type A string, enum-type from (‘pv; ‘buy, ‘cart, fav’)
Timestamp An integer, the timestamp of the behavior

Category ID
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3.3 Data Preprocessing

Data preprocessing included data cleaning, integration, transformation, and summarization. To reduce
the impact of noise on data quality, we first converted all timestamps to Shanghai Time (UTC+8). Subse-
quently, we extracted two new categorical features: day_type (weekday vs. weekend) and time_period (e.g.,
morning, afternoon, evening). During the data integration phase, using user_id as the primary key, we
aggregated each user’s browsing, add-to-cart, and favorite behavior logs for the entire observation period
(2017-11-25 to 2017-12-03) to generate user-level feature representations.

To completely avoid the risk of label leakage, we removed all features directly or indirectly related to
purchasing behavior prior to model training. This includes purchase statistics, purchase ratios, purchase
interaction terms, and purchase stability indicators. The final model was trained exclusively on non-purchase
behavioral signals, ensuring the purity of the feature set, the rigor of the data processing pipeline, and
the interpretability of the experimental results. The structure of the integrated user purchase behavior
information is presented in Table 2.

Table 2: User purchase behavior information

Field name Description
User_id Unique ID code of a purchaser
Day_type Purchase day. weekday = 0, weekend =1

, . Purchase time. Contains 0, 1, 2, 3. morning = 0, afternoon = 1, evening
Time_period .
= 2, early night = 3

Pv_count Number of page views (pv) for a user within a given time window
Cart_count Number of times a user adds to their cart within a given time window
Fav_count Number of favorites a user has created within a given time window
Buy_count Number of purchases made by a user within a given time window
Buy_yn Purchase action and target label. buy = 1, no_buy = 0

3.4 Processing Missing Values

After categorizing the data, there were no missing values. The e-commerce environment includes
instances of scraping and order manipulation, which differ from normal purchasing behavior and are
therefore considered abnormal. We found that the proportion of users with high browsing but no purchases
was 0.5295%, whereas the proportion of users with high purchases but low browsing was 0.0535%. After
identifying these abnormal users, we deleted the related data.

The primary objective of this research was to build a user behavior analysis framework. This framework
should be independent of specific products or categories to enable greater cross-domain generalization.
Therefore, we chose not to use product ID and category ID features, focusing instead on uncovering universal
patterns in user behavior.

3.5 Research Model

This study employed LR, DT, RE, XGBoost, and CatBoost as analytical models because of their
complementary nature in the research design. LR and DT, as interpretable baseline methods, help validate
the effectiveness of constructed features and provide a clear basis for decision-making. RF can capture
complex nonlinear relationships with a low risk of overfitting, making them suitable as nonlinear baselines.
Furthermore, XGBoost and CatBoost, which are the most representative gradient boosting ensemble
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algorithms, are widely used in structured data modeling. By introducing a diverse range of models, from
simple baselines to advanced ensembles, this study provides a more comprehensive examination of the
robustness and generalizability of the feature engineering framework.

LR: LR is currently one of the three basic models used for recommendation systems and advertising
prediction. Logistic regression is a supervised classification algorithm that models how a set of independent
variables influences a binary or multiclass categorical outcome [34]. In essence, the logistic model predicts
the logit of Y from X, modeling the log-odds of the outcome as a linear combination of predictors [35]. In
this study, we focus on dichotomous outcomes only. The simple logistic model takes the form of Eq. (1).

logit (Y) = natural log (odds) :ln(li) =a+ SX. (1)
-7

RF: RF is a machine learning method for classification and regression that can effectively capture
complex nonlinear relationships in user behavior data. It is robust against overfitting and can provide feature
importance ranking; therefore, it was used as a strong nonlinear benchmark model in this study. The final
result of the RF model is obtained through ordinary majority voting across individual trees [36]. The decision
function is given by Eq. (2).

k
H(x)= argm}ngI(h,- (x)=Y), (2)
i=1

where H is the final prediction result of the RF for sample x, h; (x) is the prediction result of the i*" tree for
sample x, and Y is a possible category.

XGBoost: XGBoost is an efficient and flexible engineering implementation of the DT algorithm. It
corrects the prediction error of the previous tree by iteratively training a new DT. XGBoost has the advantages
of high model training efficiency and good robustness and is often used as a training model. XGBoost is
constructed of an additive model form as shown in Eq. (3), where the final prediction y; is the sum of the
prediction scores of K independent DTs fi [37]:

?iZ‘P(Xf):kz_:fk (xi), fr € F. (3)

Each non-leaf node in the DT represents a test of the case attribute, each branch corresponds to the
result of the test, and each leaf node represents a class prediction. Due to its “white-box” characteristics, DT
is widely used in personalized recommendation systems, and its transparency helps to intuitively understand
the impact of features on classification results. The DT model makes predictions by dividing the feature space
into J nonoverlapping regions R; [38]. Its prediction function & (x) is formally expressed as Eq. (4).

J
I’l (X) = Z bjl{xeRj}‘ (4)
j=1

CatBoost: CatBoost is an open-source gradient boosting algorithm developed by the Yandex team,
designed for efficient handling of categorical features. As one of the most widely used gradient boosting
ensemble methods, it effectively mitigates overfitting and enhances prediction accuracy through ordered
boosting and target statistics. Eq. (5) [39] encodes the category features by calculating a smoothed target
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mean. When calculating the encoding value of sample xy, the dataset Dy explicitly excludes xy itself to avoid
target leakage:

Joo i
ijeDk,j<i 1 {xk - xk} yj+ap

%=
¢ 3 Hx=xilva
Xj€Dy, j<i k~ 7k

(5)

Table 3 summarizes the main hyperparameters of each model in this study and the library versions used.
For the tree models, XGBoost and CatBoost used similar structural parameters to ensure comparability. The
baseline models (DT and RF) were implemented using Scikit-learn, using balanced class weights and fixed
random states to ensure reproducible results. All experiments were conducted in Python 3.12.4, with the
relevant library versions listed in the table.

Table 3: Key parameters and library versions used for model training

Model Key parameters Library  Version

n_estimators = 200, max_depth = 6, learning_rate =

XGBoost 0.05, subsample = 0.8, colsample_bytree = 0.8, xgboost 3.0.5
random_state = 42

Iterations = 500, depth = 6, learning_rate = 0.05,

tBoost tboost 1.2.8
CatBoos random_state = 42, early_stopping_rounds = 50 catboos
DT max_depth = 6, class_weight = “balanced”, Scikit- 142
random_state = 42 learn
RE n_estimators = 300, max_depth =10, class_weight = Scikit- 142
“balanced”, random_state = 42, n_jobs = -1 learn o
Penalty = 12) C = 1.0, max_iter = 1000, solver = Scikit-
LR Gt 1.4.2
liblinear’, random_state = 42 learn

To ensure that the layer-wise evaluation isolates feature contributions rather than model-level differ-
ences, all hyperparameters, data splits, and evaluation protocols were kept strictly identical across feature
layers. Only the feature inputs were changed while every modeling condition remained fixed.

3.6 Experimental Setup and Validation Strategy

We evaluated model performance by incrementally adding feature sets, starting with basic statistical
features, then adding conversion features, and finally incorporating the full set of advanced features. This
allowed for a clear measurement of the performance gains at each layer of feature complexity.

During model training, the target variable was buy_yn. After data preprocessing and feature engineer-
ing, all original variables directly related to purchases and features directly derived from purchase actions
were removed to prevent leakage.

During the feature selection phase, recursive feature elimination (RFE) was employed. This process,
which is based on LR as the base learner, iteratively removes the least contributing features. LR was used
as a base learner because the iterative nature of RFE requires repeated model training, which is much
faster than computationally intensive ensemble learners, such as XGBoost and CatBoost. Additionally, LR
serves as a stable and interpretable baseline model, ensuring that a generally robust feature subset is selected
through linear contributions before applying more complex nonlinear models. This method reduces the
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model complexity while improving training efficiency and interpretability. The final classification model was
trained on the RFE training set.

To systematically evaluate the generalization ability of the model, this study employed stratified 5-
fold cross-validation. The dataset was stratified according to the class ratio of the target variable and
then randomly divided into five mutually exclusive subsets. In each iteration, one fold was selected as the
validation set, and the remaining four folds were used as the training set. This process was repeated five times
to ensure that all samples had a chance to be used as the validation set.

3.7 Model Evaluation Metrics

We used accuracy (ACC), Fl-score, recall, and area under receiver operating characteristic (ROC)
curve (AUC) as the metrics for evaluating the model’s classification ability. The purchase prediction rate
is inherently binary, meaning that it determines whether a user will purchase, with a positive class (1) and
negative class (0). The model may predict a positive (purchase) or negative (no purchase) result, and then
the following four conditions can be arranged and combined: TP, FN, FP, and TN, representing the numbers
of samples in the four categories of true positive, false negative, false positive, and true negative, respectively.
This forms the confusion matrix shown in Fig. 2.

Actually Actually
Positive(1) Negative(0)
Predicted TT”.e F§I§e
e Positives Positives
Positive(1) (TP) (FP)
. False True
Predlpted Negatives Negatives
Negative(0) (FN) (TN)

Figure 2: Confusion matrix
ACC is the ratio of the number of correctly classified samples to the total number of samples, which

measures the overall classification accuracy. It is calculated as Eq. (6).

TP + TN
TP + FN + FP + TN’

Accuracy = (6)

Recall is the ratio of the number of samples correctly identified as positive to the total number of positive
samples, emphasizing the ability to identify all TP samples (purchasing users). It is calculated as Eq. (7).

TP
Recall = ———. (7)
TP + FN

F1 score, also known as the balanced F-score, is defined as the harmonic mean of precision and recall.
It is used to comprehensively measure a model’s performance by balancing precision and recall into a single
metric. It is calculated as Eq. (8).

2TP

Flscore = (8)
2TP + FN + FP
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AUC reflects the discriminatory ability of the model at different thresholds. The ROC curve plots the
relationship between the true positive rate (recall) and FP rate at different classification thresholds.

3.8 Hierarchical Evaluation Procedure

To concretely quantify the impact of our proposed feature engineering method, we designed a tiered
evaluation strategy by employing an incremental layer-by-layer evaluation. We defined three feature layers:
F, (Basic: Basic Features), F, (Conversion: Conversion Rate and Behavior Stability), and F; (Advanced:
Overall Activity and Advanced Interactions), corresponding to basic statistic features, conversion rates, and
advanced behavior, respectively. We used stratified five-fold cross-validation as the evaluation framework,
maintaining the same data partitioning, hyperparameters, and training procedure, varying only the input
feature set and training sequentially:

S1 = F, (Basic)
S, = F{ U F, (Basic and Conversion)
S3 = F; U F, U F5 (Basic, Conversion, and Advanced)

Let P(S) denote the vector of performance metrics, including ACC, F1 score, AUC, and recall. The
marginal gain of the i layer is defined as Eq. (9).

AP; =P (S;)-P(Si1),i=2,3, )

where P(S;) represents the metric value obtained from the model trained on the feature set S;, and AP;
indicates the incremental improvement contributed by that layer. Comparing APi across layers allows a
quantitative assessment of each feature group’s impact on overall predictive performance.

4 Results
4.1 Feature Selection

Before conducting in-depth feature engineering, we first conducted a preliminary exploration of the
effectiveness of the basic features. We selected day_type, time_period, and basic user behavior counts
(pv_count, cart_count, fav_count, buy_count) as the initial feature set. To verify the necessity of time
dimension features (day_type and time_period), we conducted comparative experiments using the LR, DT,
and RF models on datasets with and without these features. The results are summarized in Table 4.

Table 4: Comparison of model performance with and without time/date features

Evaluation metrics Evaluation metrics (no time and no date)
Features
ACC F1 AUC Recall ACC F1 AUC Recall
LR 0.8100 0.4420 0.8208 0.3282 0.7728 0.1356  0.6598 0.0778
DT 0.7484 0.4627 0.6515 0.4724 0.6936 0.3400 0.5698  0.3441
RF 0.8101 0.5067 0.8364 0.4255 0.7660  0.2741 0.6713 0.1924

The experimental results in Table 4 show that time and date features significantly improve model
performance when comparing experiments with and without time features. However, time and date features
have poor transferability. Therefore, subsequent evaluation focused on behavior-centric features to achieve
generalizability and interpretability. Moreover, this study focused on building a general framework that is
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independent of time and centered around user behavior. To quantify the contribution of purely behavioral
features, we excluded the time dimension.

Furthermore, incorporating the time dimension into aggregation calculations introduces significant
data redundancy. As shown in the feature redundancy heatmap in Fig. 3, statistical features (such as pv_avg
and pv_max) are identical for the same user across different time periods. This high degree of feature
homogeneity does not bring any information gain. Instead, it dilutes the effective signal by repeating samples
with the same feature representations, thereby increasing the risk of overfitting. Therefore, to ensure that the
model learns robust decision boundaries, we exclude these time variables (time_period and day_type) and
prioritize user ID-based aggregation in subsequent feature engineering.

Correlation Matrix of User Behavioral Aggregated Features 1.00
g
© 0.75
8
B
0.50
£
S
2
3
§ 24 | 023 0.25
2
2
M 071 | 0.28 0.19 0.26
>
o
c 0.00
5 -0.01 0.14 0.03 | -0.02 | -0.01
8
3
5 0.01 -0.01 | 0.02 | 0.01 — 025
8
(=2}
&
t’l
8
c --0.50
IS
El
3
IS
El --0.75
2
5 0.70 | 0.95 | 1.00
B
--1.00

pv cart fav. pv_min pv_max pv_avg cart_mincart_maxcart_avg fav_min fav_max fav_avg
Figure 3: Heatmap of statistical feature values aggregated by day type and time period

4.2 Preliminary Experiments

In this pilot experiment, to ensure interpretability, we prioritized LR as the linear baseline model. We
then tested the popular RF and XGBoost ensemble models. The variables, algorithms, and results are listed
in Table 5.
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Table 5: Comparison of model performance under different algorithms

Algorithm Features ACC F1 AUC Recall

‘cart_rate’
LR+Stacking (RF+XGB) ‘fav_rate’ 0.7496 0.4260 0.7931 0.3399
‘engage_rate’
pv, fav, cart: count,
min, max, mean, 0.6645 0.2457 0.5525 0.2004
median
Count, Max, Min,

Soft Voting (LR+RF+XGB) 0.7619 0.4536 0.8064 0.3614
Avg: fav, pv, cart

Stacking+SMOTE + XGB +
LR + RE LR (Pipeline)

Various models and ensemble strategies were tested in preliminary experiments; however, the overall
performance still demonstrated certain limitations. For example, some models performed poorly in terms of
recall and F1 score, making it difficult to effectively capture minority class samples. Furthermore, the models
were sensitive to feature selection, indicating that existing features were insufficient for the models to learn
and improve prediction accuracy. Therefore, further research is necessary to expand and optimize feature
engineering to better reflect user conversion behavior.

4.3 Feature Engineering

As shown in Fig. 4, the proposed feature engineering framework is organized into three hierarchical
layers.

Layer 1: Basic Statistical
Features

Layer 2: Conversion
Rate Features

Layer 3: Advanced
Behavioral Features

Figure 4: Feature hierarchy conceptual diagram illustrating the conceptual flow among feature layers

Basic Features: This layer contains fundamental statistical features extracted directly from the raw
behavioral logs, including the mean, maximum, minimum, and average values.
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Conversion Features: This layer builds upon the basic feature set and introduces features that measure
conversion rate and behavior stability between behavioral stages, such as cart_to_pv_rate (cart-to-view ratio)
and intent_to_pv_rate (intent-to-view ratio).

Advanced Features: This set builds on the conversion feature set and further adds features that measure
overall activity and advanced interactions.

4.3.1 Conversion Rate Features

To measure the efficiency of user decision-making, we developed a single conversion rate metric, as
defined in Eq. (10). This metric captures not only the conversion rate of behavioral actions but also the
conversion rate based on total page views (pv_count; see Appendix A.1).

Intent Conversion Rate (..._to_pv_rate): Reflects the efficiency with which users convert browsing
behavior into specific purchase intentions:

cartayg + fava,g
rate PVavg +1e -6

intenty,, (10)

where e is an exceedingly small value (e.g., 10~°) to prevent division by zero.

4.3.2 Behavior Stability

We constructed behavior stability metrics to measure the volatility and consistency of user behavior
patterns (see Appendix A.2).

Behavior Range (. .._range): Calculates the difference between the maximum and minimum values of
each behavior within the observation period to capture the behavioral fluctuation range.

Behavior Stability (... _stability): Defines behavior stability as the ratio of its range to its average value.
This metric can be regarded as a Coeflicient of Variation (CV).

4.3.3 Overall Activity and Preference Features

This section captures users’ overall activity levels and behavioral preferences from a macro perspective
(see Appendix A.3).

Total Activity (total_..._activity): Calculates both the user’s total average activity (sum of the averages
of all behaviors) and total peak activity (sum of the maximums of all behaviors).

Behavioral Preference Ratio (..._ratio): Defines the ratio of a specific behavior’s average to the total
average activity, reflecting the user’s core preferences.

4.3.4 High-Level Interaction Features

High-level interaction features are used to capture the synergy between different operations and users’
deep preferences, including proportional balance and behavioral consistency features (based on stability;
see Appendix A.4).

Behavior-Pair Interaction (..._interaction): Captures the synergy or strong correlation between differ-
ent user behaviors by multiplying the average values of different behaviors.

Preference and Balance (fav_cart_preference, balance_score): Measures the preference strength and
balance between the two key intent behaviors: “add-to-cart” and “favorite”.
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Comprehensive Metrics (max_engagement, behavior_consistency): max_engagement captures the
strongest engagement signal across all user intent behaviors, while behavior_consistency measures the
overall stability across different behaviors.

Potential and Dominance (conversion_potential, dominance_feature): conversion_potential mea-
sures the overall conversion intent strength of users, integrating the comprehensive probability signals of
add-to-cart and favorites. dominance_feature determines which behavior the user prefers most (adding to
cart/saving).

Comprehensive Intent Intensity (intent_intensity): Measures the overall strength of core intent
behaviors relative to browsing behavior.

Activity Level: Categorizes users into four activity levels to capture the differences in overall behavioral
intensity. This stratification captures differences in overall behavioral intensity.

4.3.5 Feature Engineering Model Testing

After completing feature selection, we used LR as the base model for the final feature engineer-
ing. Table 6 lists the features used in model training (also see Appendix A.5). The test automatically selected
important features using the RFE method.

Table 6: Feature engineering variables and descriptions

Feature category Feature name

Description

Basic statistical
features

pv_avg/cart_avg/fav_avg Average Views/Add-to-Cart/Favorites

pv_max/cart_max/fav_max Maximum Views/Add-to-Cart/Favorites

pv_min/cart_min/fav_min Minimum Views/Add-to-Cart/Favorites
Cart, fav, pv_count Total number of pv/cart/fav

Add/Fav/Cart to View Conversion Rate
Conversion Rate Based on Total Views

Conversion rate .._to_pv_rate

..._to_pv_count_rate

Behavioral stability ..._range Behavior Range (Max — Min)

..._stability

Behavior Stability (Range/Average)

Overall activity

total_max_activity

..._ratio

Overall Peak Activity
(sum of pv, cart, fav, buy max)
Behavior Preference Ratio
(..._avg/total_avg_activity)

Advanced interaction
features

pv_cart_interaction
pv_fav_interaction
cart_fav_interaction
fav_cart_preference

intent_intensity

Interaction between View and Cart

behaviors

Interaction between View and Favorite
behaviors

Interaction between Cart and Favorite
behaviors

Preference Strength between Fav and
Cart behaviors
Opverall Intention Intensity
((cart_avg + fav_avg)/pv_avg)

(Continued)
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Table 6 (continued)

Feature category Feature name

Description

max_engagement
activity_level
balance_score

dominance_feature

conversion_potential

behavior_consistency

Maximum Engagement across pv, cart,
and fav
User Activity Level
(segmented by total_avg_activity)
Measure the balance between users’
favorites and add-to-cart behaviors
Dominant Behavior Type
(0 = cart_ratio, 1 = fav_ratio)
Combined Conversion Potential
(cart_to_pv_rate + fav_to_pv_rate
— interaction term)
Overall Consistency across pv, cart, and
fav stability

4.4 SMOTE Model Comparison

To further verify the impact of dataset balancing on model performance, we conducted comparative
experiments using LR and XGBoost with and without SMOTE. To ensure that synthetic samples did
not introduce distributional shifts, we examined the stability of feature distributions before and after

oversampling.

We selected four representative non-purchase behavioral features (pv_avg, pv_count, cart_avg, fav_avg)
because they capture core user activity patterns and are completely free of purchase-related leakage. As shown
in Fig. 5, the box plots indicate that the medians, quartiles, and overall distribution shapes of these features
remain highly consistent between the original and SMOTE-augmented datasets. Even the distribution of
outliers is preserved, suggesting that the synthetic samples respect the inherent variance of user behaviors.

Feature Distribution Before and After SMOTE (Boxplot)

group
I Before
1 == After

Standardized Value
= = = —
“u ~N o N b ~
o w o w o w

N
o

=3
=)

amaED O O

pv_avg pv_count

Feature

cart_avg fav_avg

Figure 5: Distributional comparison of key features before and after SMOTE
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These findings confirm that SMOTE effectively balances the classes without altering the statistical
structure of the data. Therefore, the performance improvements result from corrected class imbalance rather
than artifacts introduced by oversampling, ensuring the robustness of the experimental conclusions.

Based on the results in Table 7, we evaluated the impact of SMOTE on model performance. For the
XGBoost model, all metrics before and after SMOTE were nearly identical, demonstrating that the tree-
based ensemble model is robust to slight class imbalance (approximately 7:3). By contrast, the results of the
LR model showed slight fluctuations: ACC, recall, and F1 score all decreased slightly, while AUC remained
relatively stable. Therefore, oversampling did not help the linear model improve its balance between precision
and F1 on this dataset.

Table 7: Model performance comparison before and after SMOTE

Model SMOTE ACC F1 AUC Recall
LR No 0.9601 0.9718 0.9802 0.9789
LR Yes 0.9492 0.9624 0.9808 0.9487

XGB No 0.9746 0.9817 0.9961 0.9906
XGB Yes 0.9742 0.9813 0.9959 0.9834

In summary, XGBoost is inherently robust to unbalanced data. Although SMOTE did not significantly
improve the key metrics of the LR model (F1 and ACC), we adopted SMOTE in subsequent modeling,
considering the model’s generalization ability and sensitivity to minority classes.

4.5 Outlier Handling

In real-world business data, the numerical distribution of features often contains extreme outliers.
These outliers can adversely affect model training (especially after data normalization). To enhance model
robustness, this study employed the interquartile range (IQR) approach to identify and handle these outliers.

The IQR method defines the statistical boundaries for detecting outliers based on the dispersion of the
middle 50% of the data. Specifically, IQR is calculated as the difference between the third quartile (Qs) and
first quartile (Qy), as shown in Eq. (11):

IQR = Q3 - Q. (11)

The lower and upper bounds of the acceptable range are then determined using the conventional 1.5 x
IQR rule, shown in Egs. (12) and (13):

loweryoung = Q1 — 1.5 x IQR, (12)
upperyound = Q3 + 1.5 x IQR (13)

Data points falling outside these thresholds are identified as outliers and subsequently processed
through a clipping operation.

Fig. 6 illustrates this process using the pv_ratio feature as a case study. The boxplot visualizes the data
distribution of the feature, clearly revealing its central tendency and dispersion. While the majority of the
sample values for the pv_ratio feature are concentrated within the box, a significant number of data points,
identified as outliers, exist beyond the lower whisker. We use the clipping method to address these outliers.
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Furthermore, to prevent data leakage, the entire outlier handling process is embedded within the cross-
validation loop.

IQR Boxplot for pv_ratio

1.0 4 I

§
@

pv_ratio

0.2 1

0.0 A1

Figure 6: Boxplot of feature pv_ratio and outlier distribution

4.6 Model Results

To better utilize the large number of features generated after feature engineering, filter out effective
features, and reduce model training complexity, we used the RFE method to automatically select important
features for model training.

This study aimed to evaluate the impact of different layers of feature engineering on the performance of
user purchase behavior prediction. We used LR as the baseline classification model and trained and evaluated
it on three feature sets with different characteristics. We output the top 20 important features. The results are
summarized in Table 8.

Table 8: Performance results of LR models under different features

Evaluation metrics

Features
ACC F1 AUC Recall
LR+Basic 0.5666 0.6126 0.6536 0.4950
LR+conversion 0.5823 0.6399 0.6556 0.5412
A(Conversion-Basic) +0.0157 +0.0273 +0.0020 +0.0462
LR+Advanced 0.9492 0.9624 0.9806 0.9487
A(Advanced-Conversion) +0.3669 +0.3225 +0.3250 +0.4075

Note: The bolded improvements highlight the key performance gains attributable to the
proposed feature engineering approach in this study.

These results validate our two core contributions strongly. First, they demonstrate the effectiveness
of our advanced feature set, improving the F1 score from 0.6126 with basic features to 0.9624. Second,
and equally importantly, these results show the successful application of our tiered evaluation approach.
The gradual performance improvement from the basic to transformed and finally to advanced set clearly
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quantifies the incremental value of each layer of feature engineering, demonstrating the effectiveness of our
evaluation approach.

To further evaluate the reliability and stability of the model in predicting probability, the
precision—recall (PR) and calibration curves were plotted.

As shown in Fig. 7, the probability predictions of the model were reliable. In the high probability
range (>0.8), the predicted values were close to the ideal line, indicating that the model’s predictions for
high purchase intentions were relatively reliable. However, in the medium probability range (approximately
0.4-0.7), the curve is above the ideal line, indicating that the model slightly overestimated probability in
this range.

Calibration Curve (OOF)

1.0 { —@— Model (OOF)

——~ Perfect calibration ’

0.8 A

0.6

0.4 A

Empirical probability in bin

0.2 A

0.0 A

0.0 0.2 0.4 0.6 0.8 1.0
Predicted probability

Figure 7: Advanced calibration curve for LR

As shown in Fig. 8, the PR curve was computed from out-of-fold (OOF) predictions aggregated across
the five stratified folds. The model maintained high precision over a broad recall range, achieving an average
precision (AP) of 0.99, which supports the strong discriminative performance of the proposed feature
engineering framework.

We also visualized the top 20 most important features identified through RFE-based cross-validation, as
shown in Fig. 9. The most influential feature was pv_ratio. A higher pv_ratio indicates that users frequently
browse products but do not purchase them, thus providing a stronger discriminative signal. Second,
intent_to_pv_rate and intent_intensity reflect the efficiency with which browsing behavior converts into
concrete purchase intent, making them key indicators of conversion likelihood.

Among the features related to the shopping cart, cart_ratio and cart_to_pv_rate exhibited high impor-
tance, indicating that adding to the shopping cart has a greater impact on the final purchase decision
than adding to a collection. The dominance_feature (which captures whether a user is cart-dominant or
collection-dominant) highlights its relevance in discriminating user behavioral preferences.
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Precision-Recall Curve (OOF)
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Figure 8: Advanced PR curve for LR
Top 20 Important Features (Logistic Regression)
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Figure 9: Top 20 important features (LR on RFE-based features)

Furthermore, features such as pv_max, max_engagement, and pv_count indicate that users with higher
browsing intensity and overall engagement tend to have a higher probability of purchase. These findings
collectively validate the effectiveness of the proposed hierarchical feature engineering framework, where the
behavior ratio, conversion metrics, and interaction features collectively enhance the discriminative power of
the model.
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Through feature validation analysis and comparative experiments, we found that user browsing activity,
add-to-cart behavior, and favorites, as well as their interactions, are the core factors influencing purchase
decisions. Therefore, a feature engineering framework that can help improve the accuracy of purchase pre-
dictions is presented. This framework includes basic statistical features, conversion rate features, behavioral
stability features, and overall activity and preferences.

4.7 Results of Other Models

To make the results more interpretable, after verifying the feasibility and effectiveness of feature
engineering on LR, we further tested the same feature framework using other models to evaluate cross-model
robustness. The results are summarized in Table 9.

Table 9: Related prediction results of other models

Evaluation metrics

Model
ACC F1 AUC Recall
DT 0.8007 0.8620 0.8419 0.9088
RF 0.8605 0.8987 0.9183 0.9027
XGBoost 0.9693 0.9787 0.9949 0.9750
CatBoost 0.9759 0.9826 0.9956 0.9891

Note: The results provide comparative benchmarks using representative tree-based
and ensemble models, serving as reference points to contextualize the performance
of the proposed approach.

The evaluation results clearly show that the model based on the gradient-boosted DT presents significant
advantages, demonstrating that behavioral stability and interactive features contribute significantly to
purchase prediction. Both models performed similarly in terms of AUC, demonstrating strong predictive
power. The slight advantage of CatBoost may stem from its unique design. First, its built-in ordered boosting
strategy can more effectively handle categorical features and reduce target leakage, thereby yielding unbiased
gradient estimates. Second, its default symmetric tree structure plays a strong regularization role, which
can more effectively prevent the model from overfitting to noise when dealing with the large number of
high-order interactive features that we designed. By contrast, the traditional DT and RF models performed
relatively poorly with the same feature set.

Compared to the LR model (Fig. 9), the CatBoost model (Fig. 10) exhibited a distinct distribution of
feature importance. The LR model (Fig. 9) relies more evenly on multiple ratio-based conversion metrics
such as pv_ratio, intent_to_pv_rate, and cart_ratio. By contrast, the CatBoost model (Fig. 10) exhibited
highly concentrated feature importance, with pv_ratio and intent_to_pv_rate being dominant. Notably,
CatBoost also incorporates basic statistical features such as pv_min and pv_count, which are not highly
valued by the LR model. Although advanced features, such as cart_range and behavior_consistency, are
included, their importance is lower.

Therefore, unlike LR, which primarily relies on a set of (or multiple) linear ratio features, CatBoost,
through its nonlinear capabilities, further exploits the predictive potential of its two core features, pv_ratio
and intent_to_pv_rate, while also extracting signals from base-level features (such as pv_min) that are
beyond the reach of linear models. This result demonstrates that CatBoost’s superior performance stems from
its ability to exploit the complex nonlinear dependencies between features at different layers (base and trans-
formation layers), thereby validating the effectiveness of the hierarchical feature engineering framework.
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Top 20 Important Features (CatBoost + RFE)
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Figure 10: Top 20 important features (CatBoost on RFE-based features)

5 Discussion

In the hierarchical evaluation process, the model performance continued to improve with increasing
feature layers, with the most significant gains seen with high-level behavioral features. In other words, in
addition to basic statistical and conversion features, behavioral stability, interactions, and user preference
patterns play a crucial role in improving purchase prediction accuracy.

Regarding model performance, CatBoost and XGBoost showed strong robustness across feature layers,
whereas DT and RF underperformed. We attribute this to DT’s tendency to over-expand dimensionality
when handling large sets of derived features, and to RF’s difficulty in filtering noisy high-order signals. This
suggests that gradient-boosting models are better suited for layered, behavior-driven feature structures.

Although the high-level features achieved excellent results, the unusually high F1 scores (up to 0.98)
may partially reflect biases inherent to the dataset and its short time span (9 days). Prior work has shown that
user behavior in e-commerce often exhibits seasonal and long-term dynamics, and such temporal structures
can substantially influence model evaluation and generalizability [40]. In this regard, temporal fluctuations
may have contributed to the observed performance.

While the core of our framework relies on relative behavioral metrics such as conversion efficiency,
behavioral stability, and interaction-based signals, validating these metrics on longer and multi-period
datasets is necessary to fully assess their generalizability beyond the short observational window used in
this study.

In this study, we define behavioral stability strictly within a short-term horizon, namely as consistency
observed across the 9-day window rather than as evidence of long-term periodicity or seasonality. Therefore,
the findings should be interpreted as preliminary insights into short-term behavioral patterns. Future work
will expand this framework to multi-week and multi-month datasets to examine seasonal effects, habit
formation processes, and long-term behavioral stability more comprehensively.

Beyond temporal considerations, we also address platform generalization. Although some raw features
originate from Taobao’s logging schema, the proposed hierarchical framework remains funda-mentally
platform independent. Each feature layer abstracts user behavior into universal constructs such as efficiency,
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volatility, interaction intensity, and activity synergy dimensions that can be consistently defined across
diverse e-commerce systems regardless of event naming conventions [41]. This abstraction allows platform-
specific logs to be mapped onto a common behavioral funnel (e.g., view — consider — purchase), ensuring
broad applicability across heterogeneous e-commerce environments.

In future work, we plan to verify temporal and platform-level generalization by incorporating longer-
term user logs, including data spanning major sales cycles such as Double 11 and 618. Additionally, time-series
and deep neural models (e.g., LSTM, CNN-based sequential encoders) may complement the proposed
framework by capturing behavioral dynamics beyond what manual feature design can provide.

Lastly, this study did not engage in extensive hyperparameter optimization. Future research will
employ automated search methods to systematically investigate the optimal configurations and further refine
model performance.

In summary, despite certain limitations, our results demonstrate the effectiveness and interpretability
of the proposed hierarchical feature engineering framework and highlight its practical value for real-world
e-commerce behavioral modeling.

6 Conclusion

In the increasingly complex e-commerce landscape, the core contribution of this research lies in propos-
ing and validating, through a hierarchical evaluation approach, a multi-dimensional feature engineering
framework that significantly improves the ability to predict user purchasing behavior. When applied to the
machine learning models selected for this study, the XGBoost and CatBoost models performed particularly
well, achieving high F1 scores of 0.9787 and 0.9826, respectively, demonstrating that high-quality features
can improve model performance.

Our feature engineering framework systematically integrates three layers of features: Basic (Basic
Features), Conversion (Conversion Rate and Behavior Stability,), and Advanced (Overall Activity and
Advanced Interactions). The results strongly confirm that constructing these composite features significantly
enhances the ability of the model to identify potential purchasers and demonstrate the importance of more
detailed feature engineering in commercial machine learning applications.

In summary, this study provides both a validated technical approach for e-commerce purchase pre-
diction and a transparent hierarchical evaluation methodology that quantifies the contribution of each
feature layer. This study reaffirms the enduring value of manual, domain-driven feature engineering in
complementing automated methods. However, this study was limited by its short observation period and use
of a single dataset. Future research should extend this framework to multi-period data and explore hybrid
approaches that integrate automated feature learning.
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Appendix A

This section provides the mathematical definitions and computational logic of the feature engineering
framework described in Section 4.3.

All formulas were implemented in Python (NumPy and Pandas) for reproducibility.

Appendix A.1 Conversion Rate Features

Behavioral transition efficiency is captured as

cart_avg
cart_to_pv_rate = ———,
pv_avg+e
favayg
favtol"’mte = >
PVavgt €

where € = 10° prevents division by zero.

Similarly, we define purchase-oriented rates as follows:

buy_av
buy_to_cart_rate = A.
cart_avg+ e

We define conversion rate based on total views as follows:
cartgyg

cart = .
tOP‘/counr,mc pvcount+ €

Appendix A.2 Behavior Stability Metrics
Behavioral fluctuation and stability are calculated as follows:
range(b) = bmax — Umin»

range (b)

stability (b) = T
avg™T €

where b € {pv, cart, fav, buy}.
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We define intention intensity as

cart_avg + fav_av
intent_intensity = —4ve f = g.
pv_avg+e

Appendix A.3 Overall Activity and Ratios

Overall user engagement is quantified as

totalayg, i, = PVavg + Cartayg + favayg + buyayg,
totalmax,einiey = PYmax + Cartmax + faVimax + buymax.
Preference ratios are quantified as

cartayg
cartyqatio = l—
tOta avgactivity+ €

Appendix A.4 Interaction and Consistency Features

Inter-feature synergy is measured as
PVeartineraction = PVavg X €aTlavg.

Preference strength between Fav and Cart behaviors is defined as

favayg

AVcart e = .
f preference Ca?’tm,g+ €

Behavioral consistency is defined as

1

1+ (pvstability + Cartstability + favstability)

behaViorconsistency =

We also define the feature max-engagement as

max_engagement = max (pv_max, cart_max, fav_max) .

The balance-score is defined as the balance between the user’s “add-to-cart” and “collect” intentions:

balance_score = 1— |cart,atio — faVratiol -

Appendix A.5 Removed Variables

For fair evaluation, all features directly linked to purchase outcomes (e.g., buy_avg, buy_to_cart_rate)
were excluded to prevent data leakage.
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