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ABSTRACT: The Pigeon-Inspired Optimization (PIO) algorithm constitutes a metaheuristic method derived from the
homing behaviour of pigeons. Initially formulated for three-dimensional path planning in unmanned aerial vehicles
(UAVs), the algorithm has attracted considerable academic and industrial interest owing to its effective balance between
exploration and exploitation, coupled with advantages in real-time performance and robustness. Nevertheless, as
applications have diversified, limitations in convergence precision and a tendency toward premature convergence have
become increasingly evident, highlighting a need for improvement. This review systematically outlines the developmen-
tal trajectory of the PIO algorithm, with a particular focus on its core applications in UAV navigation, multi-objective
formulations, and a spectrum of variant models that have emerged in recent years. It offers a structured analysis of the
foundational principles underlying the PIO. It conducts a comparative assessment of various performance-enhanced
versions, including hybrid models that integrate mechanisms from other optimization paradigms. Additionally, the
strengths and weaknesses of distinct PIO variants are critically examined from multiple perspectives, including intrinsic
algorithmic characteristics, suitability for specific application scenarios, objective function design, and the rigor of the
statistical evaluation methodologies employed in empirical studies. Finally, this paper identifies principal challenges
within current PIO research and proposes several prospective research directions. Future work should focus on
mitigating premature convergence by refining the two-phase search structure and adjusting the exponential decrease
of individual numbers during the landmark operator. Enhancing parameter adaptation strategies, potentially using
reinforcement learning for dynamic tuning, and advancing theoretical analyses on convergence and complexity are also
critical. Further applications should be explored in constrained path planning, Neural Architecture Search (NAS), and
other real-world multi-objective problems. For Multi-objective PIO (MPIO), key improvements include controlling the
growth of the external archive and designing more effective selection mechanisms to maintain convergence efficiency.
These efforts are expected to strengthen both the theoretical foundation and practical versatility of PIO and its variants.

KEYWORDS: Pigeon-inspired optimization; metaheuristic algorithm; algorithm variants; swarm intelligence; variants;
UAVs; convergence analysis

1 Introduction
Optimization, as a core method in the field of engineering, enhances efficiency, reduces costs, and

improves performance under constraint conditions through systematic adjustment of parameters, resources,
or strategies [1]. Since the proposal of Newton’s method in the 17th century, traditional optimization methods
have evolved over centuries, evolving from the initial basic theory of calculus into a systematic mathematical
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tool encompassing linear programming, dynamic programming, etc., and have been widely applied with the
advancement of computer technology in the 20th century.

Modern engineering scenarios (such as smart grid scheduling [2] and autonomous driving decision-
making [3]) often involve high-dimensional, strongly nonlinear problems with dynamic constraints, posing
fundamental challenges to the traditional optimization methods that relies on deterministic models [4–7].
This challenge is evident throughout the history of methodological evolution from Newton’s method [8]
to gradient-based approaches [9], this kind of traditional algorithms are limited by strict differentiability
assumptions. These methods struggle to address the triple complexity of real-world problems, which are
the non-convexity in chemical multi-steady-state optimization, the non-differentiability in mechanical
topology optimization, and the multi-objective conflicts in supply chain games. This inherent limitation
motivates the exploration of gradient-free approaches. Breakthroughs in bionic intelligence offer a new
alternative approach by simulating the behavior of biological groups (such as bird flock collaborative obstacle
avoidance [10] and ant colony optimization [11]), swarm intelligence (SI) algorithms achieve a dynamic
balance between global exploration and local exploitation in complex solution spaces.

SI, originating from the imitation of various biological behaviors and phenomena [12–14], offers a new
approach to optimization problems by simulating the interactions and collaborations within a group. Unlike
traditional optimization algorithms, SI provides a new perspective for solving practical problems without
needing gradient information, by evaluating objective function values [15,16]. Compared to traditional
optimization algorithms, SI algorithms offer several advantages for modern, complex industrial optimiza-
tion problems, including simplicity, a small number of tunable parameters, and ease of implementation
[17–19]. Table 1 presents the comparative results across the following dimensions, which include global
search capability, differentiability requirement, parallelism, flexibility in handling constraints, and applicable
problem complexity.

Table 1: Difference between traditional optimization methods and SI algorithms

Features Traditional algorithms SI algorithms
Global search capability Weak (Gradient locality) Strong (Group diversity)

Differentiability
requirement Required Not dependent

Parallelism Serial calculation Natural parallelism
Constraint handling

flexibility
Dependent on penalty

functions Direct encoding

Applicable problem
complexity

Smooth gradient
problems, convex

High-dimensional/non-convex/
discrete problems

Table 1 illustrates that the traditional methods are suitable for small-scale, convex optimization sce-
narios with high real-time requirements, relying on precise models and gradient information. In contrast,
the SI algorithms illustrate outstanding performance in black-box optimization, multi-objective prob-
lems, and joint optimization of structure and parameters in industrial optimization, such as UAV path
planning [20–22], Neural Networks [23], Image Segmentation [24], and Workshop Scheduling Problem.
Furthermore, Fig. 1 clearly outlines the key developmental trajectory.

Fig. 1 indicates that some SI algorithms were primarily proposed between 1992 and 2017, which are
Particle Swarm Optimization (PSO) [25], Ant Colony Optimization (ACO) [26,27], Bacterial Foraging Algo-
rithm [28], Artificial Fish Swarm Algorithm [29], Firefly Algorithm [30], Cuckoo Search Algorithm [31–33],
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Artificial Bee Colony (ABC) [34], Grey Wolf Algorithm [35], Pigeon-inspired optimization (PIO) [36], and
Beetle Antennae Search Algorithm [37]. Notably, SI originated from the Genetic Algorithm (GA) proposed
in 1975 [38]. An extensive comparison of some classical SI algorithms is presented in Table 2, covering five
aspects: bionic basis, parameter complexity, search strategy, applicable problem types, and main advantages.

Figure 1: Development history of SI algorithms

Table 2: Differences between PIO and several classical swarm intelligence algorithms

Bionic
basis

Parameter
complexity Search strategy Applicable

problem type Main advantages

GA Natural
selection

Medium
(Crossover rate,
mutation rate)

Random search &
selection

Multimodal
optimization

Strong global
search capability

ACO Ant path High (Pheromone
evaporation factor)

Positive feedback
path optimization

Discrete
Combination

Strong path
optimization

capability

PSO Bird Flock
Foraging

Medium (Inertia
weight,

acceleration
constants)

Global pursuit of
optimum

Continuous/
Discrete

Fast convergence,
easy

implementation

ABC Bee pollen
collection

Medium (Role
division

parameters)

Division of Labor
Collaboration

Continuous
optimization

Good diversity
maintenance

PIO
Pigeon
homing
behavior

Medium
(Map & compass
factor, landmark

factor)

Two-phase search
(Map & Compass,

Landmark)

Continuous
optimization

Fast convergence,
good stability

Based on Table 2 and the accompanying text, PSO has achieved widespread adoption due to its
effective balance of conceptual simplicity, rapid convergence, and ease of implementation [39,40]. This
combination enables efficient solutions across diverse continuous and discrete problems. Its foundation
in bird flock foraging behavior translates into a straightforward global pursuit strategy with manageable
parameter complexity (inertia weight, acceleration constants), facilitating both theoretical analysis and
practical deployment [41,42]. This success establishes PSO as a foundational SI algorithm whose core
principles continue to inspire new developments.
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Given its success in establishing PSO as a foundational SI algorithm, Duan and Qiao [36] was inspired
to propose the PIO in 2014 based on pigeon homing behavior [43]. PIO not only inherits the simplicity
and efficiency of swarm intelligence algorithms but also demonstrates strong competitiveness in time-
critical missions such as UAV control and air combat decision-making, owing to its two core advantages:
rapid convergence and strong robustness [44]. Building on this foundation, researchers have continuously
expanded and deepened the PIO. Qiu and Duan [45] proposed the Multi-Objective PIO (MPIO) algorithm
in 2015. A series of improved PIO and MPIO s has been successfully applied to numerous emerging
fields, including distributed obstacle clustering for UAVs [46], cooperative path planning for multi-UAV
systems [47], and longitudinal parameter tuning for UAV automatic landing systems [48]. As applications
deepen, research focus has gradually shifted from practical validation to rigorous analysis of theoretical
properties such as algorithm convergence. Zhang et al. [49] rigorously proved the global convergence of
PIO in continuous space optimization using the martingale method, while Qiu and Duan [45] conducted
convergence analysis of MPIO operators upon its proposal, demonstrating convergence within feasible
parameter ranges. Supported by extensive engineering applications and increasingly refined theoretical
analyses, the PIO system has been studied more profoundly and broadly.

According to the “No Free Lunch” theorem [50], no single algorithm can outperform others across all
possible problems. Given this fundamental constraint, researchers have developed various PIO variants to
overcome its limitations and tailor it to different optimization scenarios. Some variants focus on optimizing
algorithm parameters for enhanced adaptability and efficiency, while others explore hybrid approaches that
combine PIO with other metaheuristic algorithms to complement their strengths. Given the rapid prolif-
eration of these algorithmic innovations, a structured framework becomes imperative to comprehensively
evaluate their theoretical contributions and practical impacts. To reveal the development trace of PIO,
a comprehensive and systematic review is implemented, which is organized by five formulated research
questions in this paper by exploring key aspects of PIO from multiple perspectives. These questions aim to
define the scope and focus of the research, investigate variants of PIO and their challenges, and summarize
the strengths and weaknesses of existing studies to guide future research. Table 3 lists these core questions,
serving as the research framework for this literature review.

Table 3: Research questions discussed and analyzed in this paper

No. Description Answer
Q1. What is the data collection strategy? Section 2
Q2. What is the basic principle of PIO and MPIO, and what are its parameters? Section 3
Q3. What are the modifications of PIO and MPIO, respectively? Section 4

Q4. In terms of application, in which specific domains of UAVs have PIO and MPIO
been implemented, and how are they associated with objective functions? Section 5

Q5. What are the potential future research directions, improvement areas, and
application fields for PIO, MPIO, and their variants? Section 6

To address the research questions presented in Table 1, the remainder of this paper is structured as
follows: Section 2 provides a detailed introduction to our research methodology and the strategies for litera-
ture collection. Section 3 delves into key concepts, offering readers a foundational understanding. Section 4
conducts an in-depth analysis of PIO and MPIO variants and thoroughly examines the literature. Section 5
analyzes the application of PIO and MPIO to drones. Section 6 synthesizes the findings of this review and
emphasizes the future development directions of PIO and MPIO.
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2 Methodology and Data Collection
By analyzing the literature related to the PIO, we have clarified the key themes and scope of discussion

and identified subtasks of research value to address Question 1. Subsequently, a coherent literature collection
strategy was formulated to determine the core literature that needed to be analyzed, answering Question 3.
The research method of this review is shown in Fig. 2.

The framework is divided into three main phases: methodology design (Section 2), data analysis and
research question resolution (Sections 4 and 5), and conclusion synthesis (Section 6). The research begins
with defining the core questions and search strategy, then systematically retrieving target databases and
screening relevant studies based on predefined criteria. Subsequently, quantitative/qualitative analysis and
an in-depth exploration of topological properties (or domain-specific characteristics) are conducted. Finally,
the results are synthesized to address the research questions and summarize theoretical contributions
and practical implications. The process follows a linear progression with phased integration, ensuring
methodological rigor and logical coherence throughout the study.

Figure 2: Research framework of this manuscript

To enhance methodological rigour and mitigate potential research bias, this section details the literature
review protocol, following the framework outlined in reference [51]. The protocol comprises the key
components of search strategies, paper selection criteria, and associated methodologies.

A. Search strategy for the primary study.
Six scientific databases were carefully selected as the main resources for comprehensive exploration,

with detailed information shown in Table 4. The search terms are described as follows: (1) PIO, (2) PIO
variants, (3) improved PIO, (4) PIO parameter improvement, (5) hybrid PIO, (6) adaptive PIO, (7) binary
PIO, (8) practical applications of PIO, (9) theoretical applications of PIO, (10) PIO review.
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Table 4: Resource of reviewed articles

Scientific source Uniform resource location
ACM https://dl.acm.org
IEEE https://ieeexplore.ieee.org

SCOPUS https://www.scopus.com
Science Direct http://www.sciencedirect.com

Springer https://www.springer.com
Wiley Online Library https://onlinelibrary.wiley.com

B. Paper selection criteria.
In dealing with the extensive corpus of research on PIO, this paper adopted targeted selection criteria,

adhering to the methodological guidelines described in references [52–54]. This literature review conducted
searches across six databases or publishers: ACM, IEEE, SCOPUS, Science Direct, Springer, Wiley Online
Library and Web of Science, focusing on comprehensive search keywords. The publication year range was set
from 2019 to 2025, including both conference papers and journal articles. From the preliminary search, a large
number of research papers were identified. The distribution of papers within the databases is summarized
in Table 5.

Table 5: Distribution of papers in resources with given search terms

Search terms ACM SCOPUS IEEE Science direct Springer Wiley online
library

Web of
science

PIO 248 1152 616 4713 3091 1913 6978
PIO variant 175 15 6 621 291 1322 173

Improved PIO 210 179 74 2971 227 991 1204
PIO parameter
improvement 148 16 5 1145 392 602 82

Hybrid PIO 91 47 25 759 593 177 153
Adaptive PIO 147 64 23 1441 503 62 111
Binary PIO 106 11 6 464 370 211 55
Real-world

applications of PIO 212 2 0 372 394 174 23

Theoretical
applications of PIO 127 6 3 649 322 118 36

Review of PIO 150 88 0 3003 264 103 1046

Following the aforementioned search, it was found that there is a sufficient number of PIO articles
to support the writing of a literature review, hence papers were selected from SCOPUS for the literature
review based on the following criteria. The quality of the papers was assessed based on the title, abstract,
introduction, experiments and results as delineated in Table 6.

To explore the research domains related to PIO, this paper conducted further analysis using VOSviewer
and obtained a keyword co-occurrence network of PIO, as shown in Fig. 3. The correlation shown in Fig. 3
indicates that the PIO is most closely related to Unmanned Aerial Vehicles (UAVs) across numerous

https://dl.acm.org
https://ieeexplore.ieee.org
https://www.scopus.com
http://www.sciencedirect.com
https://www.springer.com
https://onlinelibrary.wiley.com
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application domains. This intimacy suggests that PIO holds significant value and extensive potential for
application in the field of UAVs. The complexity of UAV systems and their reliance on efficient algorithms
provide a typical and challenging application scenario for PIO. Therefore, this paper will focus on UAV
applications as the core and delve into the practical applications of the PIO in areas such as path planning,
task allocation, and swarm cooperative control. It will analyze its advantages, characteristics, and directions
for improvement in solving UAV-related optimization problems. Through this focused discussion, not only
can the application potential of the PIO be revealed, but it can also provide references and lessons for research
in related fields.

Table 6: Assessment criteria

Assessment indicators Inclusion criteria Exclusion criteria

Title

Exemplary keywords, including PIO, PIO
variant, improved PIO, PIO parameter

improvement, hybrid PIO, adaptive PIO,
binary PIO, applications of PIO, and review

of PIO

Keywords not provided

Abstract
Discusses the background of the study, the

problem, the proposed methodology, and the
assessment with clear logic

Abstract lacks strong logic

Introduction Highlights literature review, research
methodology and research findings

Lack of proper discussion of
literature review, methodology

and contributions

Experiment The experiment can demonstrate the
effectiveness of the proposed approach

Lack of properly designed
experiments

Result Results have efficient evaluation criteria
Lack of proper discussion of

literature review, methodology
and contributions

Figure 3: Relationship display of PIO keywords in VOSviewer
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As a novel bio-inspired algorithm with sustained evolutionary potential, Figs. 4 and 5 reveal the dynamic
characteristics of PIO research through publication growth trends and domain distribution mapping in
the SCOPUS database. Statistical data indicate that although a foundational review in 2019 established the
research framework, the subsequent years (2020–present) have witnessed an annual publication growth rate
of 37.2% (as shown in Fig. 4).

Figure 4: Proportion of publication categories in recent years

Figure 5: Number of publications in recent years

Additionally, the application domains have expanded from traditional path planning to emerging
interdisciplinary fields such as UAV swarm control and medical image processing (as depicted in Fig. 5).
This sustained research momentum not only demonstrates the extensibility of the PIO methodology but also
highlights under explored academic spaces within its theoretical framework. Building on this foundation,
this study constructs an analytical framework targeting the latest literature from 2019 to 2025, systematically
examining theoretical innovation trajectories and providing a detailed analysis and discussion of the
innovations, developmental trajectories, and application cases in these studies.
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The main contributions of this review paper are as follows:
A thorough and critical examination of PIO and its variants has been conducted. This review identifies

the inherent limitations of current PIO variants and offers insightful suggestions for addressing these
shortcomings. Moreover, the paper provides clear guidance, outlining the fundamental steps required to
develop robust new PIO variants. Given the significant importance of PIO in the field of artificial intelligence,
this paper attempts to provide an exhaustive review of its applications. This comprehensive approach ensures
a sound and detailed understanding of the development, progress, and multifaceted applications of PIO
across various disciplines.

Statistical analysis of PIO literature reveals only one relevant systematic review [55]. This review
summarizes PIO-related work before 2019 from four aspects: components, operations, structures, and
application extensions. However, he only described these studies based on the methods used to improve
them. In contrast, this paper systematically reviews PIO-related work from 2019 to 2025, categorizing
the research into single-objective and multi-objective sections. It connects the characteristics of PIO with
unmanned aerial vehicles and distinguishes them based on improvement objectives, methods, and objective
functions. Therefore, by reading this paper, readers can gain a more intuitive and in-depth understanding of
the development of PIO.

3 Basic Concepts of PIO, MPIO and UAVs
This section introduces the core concepts of this paper, including the definition of the PIO, the definition

of the MPIO, and the definitions related to drones. These discussions are directly related to Question 2.
The PIO, by simulating the homing behavior of pigeons, abstracts two core operators: the Map and

Compass Operator and the Landmark Operator. The former enables long-distance navigation based on the
Earth’s magnetic field and the position of the sun, while the latter relies on visual landmarks for precise local
positioning. Together, they efficiently balance global exploration and local exploitation in the search space.
Its phased search mechanism and dynamic population adjustment strategy endow PIO with outstanding
efficiency and robustness in continuous optimization problems.

3.1 Basic PIO
3.1.1 Fundamentals of PIO

PIO’s basic principle is based on the simulation of the speed and position update equation from the
homing behavior of pigeons. This behavior is divided into two parts: the map operator, the compass operator,
and the landmark operator. Pigeons are assigned two vector velocities V and positions X. When initializing
the flock, these two vectors are initialized as v0 = [vi1 , vi2, vi3, . . . , vid im] , x0 = [xi1 , xi2, xi3, . . . , xid im]
where i = 1, 2, 3, . . . , N , where i = 1, 2, 3, . . . , N . Fig. 6 presents the flowchart of the PIO and the process of
algorithm iteration.

In the calculation process of the map and compass operator, the pigeon flock will be updated strictly
according to the following Eqs. (1) and (2):

vt
i = vt−1

i e−Rt + rand(xb est − xt−1
i ) (1)

xt
i = xt−1

i + vt
i (2)

Among them, t refers to the current number of iterations; R represents the map and compass operator
ranging from 0 to 1; rand is a random number between 0 and 1; means the best individual in the pigeon flock
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during the current iteration; when t reaches the maximum number of iterations of the map and compass
operator, the PIO will enter the landmark operator phase.

Figure 6: Algorithm iteration process

After the above iterations, the algorithm sorts the fitness values of the pigeons. Only half of the
pigeons with the highest fitness values will be retained in the next iteration. This retention mechanism will
be carried out in every generation. In this round of iteration, the PIO will be updated according to the
following Eqs. (3)–(5):

xt−1
c = ∑

N t−1

i=1 xt−1
i ⋅ f (xt−1

i )
N t−1∑N t−1

i=1 f (xt−1
i )

(3)

N t = N t−1

2
(4)

xt
i = xt−1

i + rand ⋅ (xt−1
c − xt−1

i ) (5)

where xc, is the center point that the pigeon flock is searching for; f is the fitness value of the pigeon; N
represents the number of pigeons performing the landmark operator iteration each time. Depending on the
requirements of the problem to be solved, it can be divided into maximization and minimization problems,
as shown below:

f (xt−1
i ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
f (xt−1

i ) + ε
The problem of finding the minimum value.

f (xt−1
i )The problem of finding the maximum value.

(6)

As with the first phase, the landmark operator stops iterating when the maximum number of iterations
is reached, and the algorithm ceases to work.

3.1.2 Main Components
The inspiration of PIO is realized through the following main components. In the PIO, the map and

compass factor is a key parameter that directly influences the convergence speed of the PIO. Typically, its
value ranges between [0, 1]; the larger the R, the fewer iterations the algorithm will perform. Additionally,
there is a parameter Rand that scales the step size for global optimal exploration to prevent the pigeons from
bypassing the optimal point during the optimization process. T1 is the number of iterations for the PIO to
enter the landmark operator exploration. When the number of explorations by the map and compass factor
reaches T1, PIO will switch to the landmark operator for convergence and local exploration. At this stage, the
pigeon flock rapidly converges towards the central individual. The termination condition is the total number
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of iterations of the pigeon flock, which is the sum of the exploration counts in both phases. Table 7 represents
the components of PIO.

Table 7: Main components of PIO

Main components Represents the meaning
N Number of pigeons

Rand A random number between 0 and 1
R A fixed value between 0 and 1
T1 The number of iterations in the first phase
T Maximum number of iterations

3.1.3 Mathematical Modeling
PIO starts with the initialization of key parameters, including population size, maximum number of

iterations, and other related factors such as R, T1, T, and N. Subsequently, the position and velocity of each
pigeon individual in the flock are randomly assigned, and the fitness value of each pigeon individual is
evaluated. The pigeon individual with the best fitness value is selected as xbest , and all individuals are iterated
according to Eq. (1), continuously searching for the optimal solution globally. When the number of iterations
reaches the maximum number T1 for the map and compass operator, the PIO will switch to the landmark
operator. At this point, the individuals are sorted based on their fitness values, and only the top half with
the highest fitness values are retained for center position calculation. All pigeons iterate according to Eq. (5),
continuously converging towards the center position of the pigeon flock, as shown in Fig. 7. When the
number of iterations reaches the maximum number T, the algorithm will terminate and output the optimal
solution. The main steps of the algorithm can be summarized as follows:

i. Define the problem and initialize parameter values

The optimization of the problem mainly aims to find its maximum or minimum value. when the
problem appears in the form of finding the minimum value, the objective function will take the following
form:

{ min f (x)
s.t.xi ∈ Xi , i = 1, 2, 3, . . . , N (7)

where f (x) is the objective function, x is the solution vector composed of decision variables (x =
1, 2, 3, . . . , N), and x consists of decision variables x1, x2, . . ., xN .

In the initialization process of PIO, each parameter is initialized to its respective value. This includes the
population size N, the maximum number of iterations T, the number of iterations for the Map and Compass
operator T1, and the Map and Compass factor R.

ii. Initialize the population

Generate an initial population of N pigeons, each pigeon containing N dimensions corresponding
to the dimensions of the target problem. Then, initialize the position and velocity for each pigeon,
v0 = [vi1 , vi2, vi3, . . . , vid im] and x0 = [xi1 , xi2, xi3, . . . , xid im].
iii. Update positions

All pigeons in the population update their positions and velocities according to Eq. (1), and when the
number of iterations reaches T1, they switch to using Eq. (5) for position and velocity updates.



12 Comput Mater Contin. 2026;87(1):5

Figure 7: PIO flowchart

iv. Check the termination condition of the algorithm

During each iteration, a determination is made whether the maximum number of iterations T has been
reached; if not, the algorithm will continue to proceed according to the above steps until the termination
number is reached.

3.2 Basic MPIO
Before introducing MPIO, it is necessary to understand the concepts of multi-objective optimization

and the Pareto principle. When solving multi-objective problems (MOP), general approaches include
decomposition-based multi-objective algorithms, such as MOEA\D [56], or Pareto-based sorting multi-
objective optimization algorithms, such as NSGA-II [57]. The MPIO introduced in this paper is a
Pareto-based sorting MOP, which incorporates the Pareto sorting mechanism to enable the basic PIO to
solve MOP. The Pareto solutions obtained through MPIO are the strategies required for the problem.
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3.2.1 Multi-Objective Optimization
In MOP, due to multiple conflicting objectives, it is usually impossible to find a solution optimal for all

objectives [58,59]. Therefore, the goal is to find solutions that lie on the Pareto front, meaning they are as
good as possible across all objectives, and no other solutions are better in at least one objective. Assuming
the mathematical definition of the MOP minimization problem is as shown in Eq. (8):

minF(x) = min[ f1(x), f2(x), . . . , fM(x)] (8)

where M represents the number of objective functions, and x is the solution vector or decision variable.
The core task of MOP is to seek a set of non-dominated solutions with good diversity and convergence.
Furthermore, if x dominates y or y is superior to x, then a decision variable x is called strictly dominated,
and the other decision variable y can be expressed as x < y, as shown in Eq. (9):

∀i∶ fi(x) ≤ fi(y)and∃ j∶ f j(x) ≤ f j(y), i , j ∈ 1, 2, 3, . . . , M (9)

In MOP, when a solution is not dominated by any other solution, it can achieve the Pareto optimal
solution.

3.2.2 Pareto Optimality
Pareto optimality is an important concept in MOP problems. It first evaluates each solution based on

multiple criteria and then provides a subset of solutions that satisfy the Pareto optimality conditions. The
resulting subset is the optimal solution that the algorithm seeks. The following is the definition of the Pareto
optimal solution set.

If there is no decision vector in the feasible region that can dominate a certain specific decision vector,
then that decision vector is called a Pareto optimal solution or non-dominated solution. The definition of a
Pareto optimal solution or non-dominated solution is as follows:

PS∗ = {x∗ ∈ X∣¬∃x ∈ X , x ≻ x∗} (10)

Pareto optimality refers to a situation in MOP where it is impossible to improve any objective without
making at least one other objective worse. For an optimization problem with m objective functions, all Pareto
optimal solutions are mapped as points in an m-dimensional space, depending on the values of the objective
functions. The region composed of these points is called the Pareto Optimal Frontier (POF), and its definition
is as follows:

PF∗ = {F(x∗) = [ f1(x∗), f2(x∗), . . . , fn(x∗)]T ∣x∗ ∈ PS∗} (11)

In the process of multi-objective problem solving, non-dominated solutions are classified as Pareto rank
1, which is the required Pareto front. Subsequently, the solutions that are dominated are classified as rank 2,
3, ..., n. As shown in the Fig. 8.

In Fig. 8, the blue area represents Rank 1, which consists of the non-dominated solutions obtained
through the solving process. The red area indicates the solutions dominated by Rank 1. Generally, the goal
of solving such problems is to get the set of Rank 1 solutions.
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Figure 8: Pareto rank sorting diagram

3.2.3 Fundamentals of MPIO
Zhang et al. [59] proposed the MPIO. To simplify the problem, they combined the map-compass

operator with the landmark operator by setting an integration parameter λ. The new implementation can be
expressed as follows:

vi(t) = vi(t − 1) ⋅ e−R×t + rand1 ⋅ tr ⋅ (1 − l g t
T) ⋅ (xgbest − xt−1

i )
+ rand2 ⋅ tr ⋅ l g t

T ⋅ (xt−1
c − xt−1

i ) (12)
xi(t) = xi(t − 1) + vi(t) (13)

xt−1
c =

∑nx
1

j=1 Sx
1 j

nx
1

(14)

where T is the maximum number of iterations. As the number of iterations increases, the pigeons tend to
favor xc rather than xgbest . Sx

1 j represents the solution obtained in each non-dominated sorting.
To integrate the map-compass operator and the landmark operator, a regulation parameter tr is

introduced. This parameter has a significant impact on the performance of the MPIO. As pointed out in
literature [45], the value of tr can adjust the balance between diversity and convergence of the algorithm.
When the value of tr is low, the algorithm focuses more on the map and compass operator, which helps
to increase the diversity of the population. Conversely, when tr increases, the con vergence ability of the
landmark operator is enhanced, which helps the algorithm to approach the optimal solutions more quickly.

3.2.4 Main Components
Table 8 presents the main parameters of MPIO, which directly affect the optimization process of MPIO.
The MPIO primarily consists of the following components, as shown in Table 8, The inspiration for

MPIO is realized through the following main components. N is the number of individuals at the start of the
iteration. Unlike PIO, a transition factor tr (0 < tr < 1) is introduced to merge the two phases into one. The
parameter represents the number of pigeons eliminated in each iteration, and during the algorithm’s iteration
process, are weeded out to reduce some unnecessary exploration in the later stages. The external set A is the
collection that preserves the non-dominated solution set and also serves as the source for the selection of
xcenter and xgbest .
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Table 8: Main components of MPIO

Main components Represents the meaning
N Number of pigeons

Nd ec The number of pigeons eliminated in each iteration
R A fixed value between 0 and 1
tr A fixed value between 0 and 1
A The set of non-dominated solutions

3.2.5 Mathematical Modeling
The MPIO begins by initializing parameters and setting the position and velocity of all pigeons. Then,

it evaluates the positions of the pigeons using the Pareto ranking scheme and stores the non-dominated
solutions into the external archive set A. Subsequently, the centroid position is determined from the external
set xcenter , and a pigeon is randomly selected as the xgbest . All pigeons are updated iteratively according
to the Eq. (12), and the non-dominated solutions are continued to be stored in set A, while the external
archive set A is Pareto-ranked, retaining only the non-dominated solutions, as shown in Fig. 9. This process
is repeated until the algorithm terminates, and the resulting Pareto front is outputted MPIO:
i. Define the problem and initialize parameter values

In the solution of MOP, when solving for the minimum value, the objective function is set as follows:

minF(x) = min[ f1(x), f2(x), . . . , fM(x)] (15)

In the initialization process of MPIO, each parameter is initialized to its respective value. This includes
the population size N, the maximum number of iterations T, the map and compass factor R, the transition
factor tr, and the number of pigeons Nd ec reduced in each iteration.
ii. Initialize population

Generate an initial population of N pigeons, where each pigeon contains N dimensions correspond-
ing to the dimensions of the target problem. Then, initialize the position and velocity for each pigeon,
v0 = [vi1 , vi2, vi3, . . . , vid im] and x0 = [xi1 , xi2, xi3, . . . , xid im].
iii. Update positions and external archive set

All pigeons in the population update their positions and velocities according to the Eqs. (12) and (13),
and during each iteration, they undergo Pareto sorting. The resulting non-dominated solutions are stored in
the external archive A.
iv. Check the algorithm termination condition

During each iteration, a determination is made as to whether the maximum number of iterations T has
been reached. If not, the algorithm will continue to proceed according to the aforementioned steps until the
termination count is reached.

3.3 Unmanned Aerial Vehicle (UAV)
Assuming the terrain and threat area information of the environment are known, as well as the starting

point and the target, the cost function for the flight path of an aerial robot can be defined as follows [60–62]:

F = w1 f (l) +w2 f (h) +w3 f (c) (16)
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Figure 9: MPIO flowchart

Among them, the weight coefficients w1, w2, and w3 correspond to length, height, and threat costs,
respectively, and satisfy the following relationship:

w1 +w2 +w3 = 1 (17)

For a given path, the length cost can be defined as:

f (l) = ∑n
i=1 l 2

i (18)

Among them, li is the length of the i-th path segment. The height cost function f (h) can be defined as:

f (h) = ∑n
i=1 hi (19)

In the Eq. (19), hi represents the average height above sea level for the i-th contour line segment. Fig. 8
demonstrates an example of three-dimensional path planning for UAVs.



Comput Mater Contin. 2026;87(1):5 17

To simplify calculations and improve efficiency, a more effective approximation method is adopted. In
this method, the threat cost between two discrete points is calculated through five points for each edge, as
shown in Fig. 10. Assuming the unmanned aerial vehicle travels along the path Li , j through five segments, in
this case, the path Li , j can be divided into five sections, and the threat cost fmin can be calculated as follows:

fmin =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 Ri j > R j
Li j

5 ∑
Nt
k=1 tk (

1
d4

0.1,k
+ 1

d4
0.3k
+ 1

d4
0.5,k
+ 1

d4
0.7,k
+ 1

d4
0.9,k
) Ri j ⩽ R j

(20)

where Li j represents the length of the path segment, tk is the threat level of the k-th threat, R j is the radius
of the j-th threat, Nt is the number of threats, Ri j is the distance between the i-th path segment and the
j-th threat, and d0.1k is the point at 1/10 of the distance from the k-th point to the threat. By setting up and
calculating this type of threat cost, the survival ability of the unmanned aerial vehicle (UAV) in complex
environments can be effectively improved.

Figure 10: UAV three-dimensional path planning

4 Variants of PIO and MPIO

4.1 Variants of PIO
In this section, the limitations of the basic PIO are introduced, the improvements of the basic PIO

are discussed, and the steps to verify the effectiveness of PIO variants are introduced. An analysis of each
parameter of PIO is conducted, which will answer questions Question 3.

The update of the pigeon’s position is guided by the current velocity and the difference between the
optimal position and the current position, as shown in the figure. As the number of iterations increases, e−Rt

decreases exponentially, as shown in the Fig. 11. When the compass R is 0.1, 0.2, and 0.3, respectively, the
number of iterations approaches 0 at 15, 25, and 50, respectively, at which point all the pigeons converge to the
optimal pigeon. In the second phase, the number of pigeons used to find the center point is halved with each
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iteration, as shown in the figure. The number of pigeons decreases at an exponential rate of 2, and when the
number of pigeons is set to 100, only one pigeon is left to find the most central position after seven iterations.

Figure 11: The change of e−Rt with the increase of iteration times

In summary, the main improvements of the PIO are as follows: (1) Adjustment of the parameter R to
slow down the trend of premature convergence of the algorithm; (2) Integration of other search strategies
to enhance global optimization search; (3) For the convergence issue in the second phase, the use of other
methods to determine the number of pigeons to be reduced.

Therefore, the overview of the PIO improvement strategies can be mainly divided into the above three
categories, as shown in the Fig. 12. They respectively improve the two components of the PIO.

4.1.1 Improvement Targeting Self-Parameters
Extensive metaheuristic algorithms have been developed and applied in various fields such as engineer-

ing, industry, and scientific applications [63,64]. However, no single optimization algorithm can stand out
in the broad family of nature-inspired heuristics, as each algorithm has its unique strengths and limitations.

Due to the limitations of single heuristic algorithms in certain applications, researchers have begun to
combine them based on their characteristics to achieve complementary advantages and improve algorithm
performance, which is then applied to practical problems [65,66]. These hybrid algorithms have demon-
strated greater efficiency and effectiveness in solving complex optimization problems [67–70]. A hybrid of
GA and PSO has been applied to the design of Recurrent Neural Networks and Fuzzy Neural Networks. In
the field of robotics, a hybrid algorithm combining the Attraction Potential Field and an improved ACO has
been used for multi-robot formation control and global path optimization, demonstrating the effectiveness
of combining different heuristic algorithms to achieve optimal solutions [71]. Additionally, in the study of
vehicle routing problems, research explored the synergy between GA and ACO, showcasing the potential of
combining different heuristic algorithms to solve complex problems.

This section focuses on the use of PIO in combination with other excellent metaheuristic algorithms.
PIO also has its limitations; due to inherent reasons in its equation, a too rapid convergence speed may lead
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the algorithm to converge prematurely to a local optimal position. When dealing with the optimization of
recurring problems, it is necessary to balance this point to improve the performance of PIO.

Figure 12: Directions for PIO Improvement

Chen et al. [72] proposed QPIO is a new optimization method suitable for dealing with small-scale
high-dimensional multimodal and non-convex problems. This algorithm effectively maintains population
diversity by adjusting the probability state of the optimal solution through quantum rotation gates, thus
demonstrating excellent performance in global optimization. Experiments show that the algorithm performs
well in maintaining stability and improving optimization accuracy, but it has not yet been studied for
application in real optimization problems. Duan et al. [73] proposed an MGPIO for UAS swarm formation
control, which combines the artificial potential field method with PIO, enhancing problem-solving capability
and convergence speed while reducing computational effort. MGPIO improves optimization quality while
maintaining diversity, and its application potential in drone formation control has been verified through
comparison with PIO and PSO. He et al. [74] proposed an improved Gaussian PIO (GPIO), which maintains
exploration diversity through Gaussian mutation and improves search accuracy using global optimal judg-
ment. The algorithm excels in global optimization, especially in dealing with high-dimensional, multimodal,
and non-convex problems. However, the GPIO has not been fully compared with other algorithms through
extensive benchmark test functions, and its performance on high-dimensional problems needs further
verification. Hai et al. [75] combined evolutionary game theory to propose an improved PIO (EGPIO)
algorithm with an automatic parameter adjustment mechanism. In this algorithm, individuals of PIO can
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dynamically adjust their strategies according to the process of evolutionary games, thereby enhancing the
adaptability of the original PIO. In the process of solving dynamic equations, it continuously generates better
results to replace previous solutions, and the game eventually converges to an ESS that no mutant strategy
can invade. Therefore, the optimal solution of the EGPIO is used to adjust the key parameters of ADRC
to optimize the control of mobile robots. Simulation experiments have confirmed the effectiveness of the
new controller. The results show that the ADRC optimized by EGPIO outperforms traditional ADRC in
terms of control performance, efficiency, and robustness. Huo et al. [76] proposed the MPIO, which employs
a dynamic opposite learning strategy and nonlinear mutation operators to enhance global search and
convergence speed. By dynamically adjusting the position of the central pigeon to explore better regions, the
algorithm, when applied to unmanned aerial vehicle systems, demonstrates excellent convergence and search
performance, providing effective solutions for practical problems. Chen et al. [77] introduced the Adaptive
Nonlinear Inertia Weight for improving the PIO (ODaPIO), which dynamically adjusts the inertia weight.
The concept of inertia weight was introduced by Shi and Eberhart [78] to balance exploration and exploitation
in PSO, and researchers have subsequently proposed various linear and nonlinear adjustment strategies to
achieve this objective. The linear strategy [79] decreases the weight over iterations, shifting from global to
local search; the nonlinear strategies [80,81] are more complex, adjusting the weight based on the number
of iterations to adapt to different optimization problems. Experiments indicate that the solution quality of
ODaPIO surpasses that of the basic PIO and other swarm intelligence methods, but it has not been verified on
engineering problems. Li et al. [82] proposed an Improved PIO (IPIO) method to enhance node localization
accuracy in Wireless Sensor Networks (WSNs). The method optimizes fitness calculation through Pareto
distance classification and improves the velocity equation with self-learning concepts, making the search
more intelligent. In the later stages of the algorithm, a position correction factor is introduced to adjust the
search direction based on pigeon positions and search history, reducing cumulative error and thus improving
localization accuracy. Simulation results show that compared to improved PSO and CS algorithms, the IPIO
more effectively enhances node localization precision. It not only reduces cumulative error from continuous
localization but also improves the algorithm’s p0racticality. Therefore, the IPIO offers an effective solution
for node localization in WSNs.

In addition, Duan et al. [83] proposed a dynamic discrete PIO that provides effective target allocation
and search guidance for multiple drones using the Bayesian equation and the Sigmoid model. The algorithm
shows good performance in various scenarios, including different threat and resource conditions. At the same
time, they have developed a mission planning system integrated with a 3D visualization simulation module,
enhancing the practicality and intuitiveness of the algorithm, making it easier for operators to monitor and
optimize drone swarm behavior. Herdianti et al. [84] investigated how to optimize commodity distribution
costs by modeling the problem as a Vehicle Routing Problem (VRP). Due to the exponential growth of the
VRP solution space, manual optimization is impractical. The paper proposes a PIO method based on inverse
learning mechanism to optimize VRP and compares it with the PSO method. Experimental results show
that the PIO method outperforms PSO in optimizing distribution routes, finding shorter total distances and
lower distribution costs. Table 9 presents the results of self-parameter tuning.
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Table 9: Self-parameter improvement strategy

Authors/
Refs.

Improvement Description Statistical
tests

Performance Fitness function

Chen
et al. [72]

Quantum
rotation gate and

quantum
non-gate
strategies

Improve the
diversity of

population and
avoid premature

convergence

ANOVA

The QPIO
demonstrates
exceptional
efficacy and

practicality as a
method

None

Duan
et al. [73]

mixed game
theory

enhance its
capacity and
convergence

speed

None Improve
performance

Difference
between output

state and
expected state

He [74] Gaussian
mutation

Maintain
diversity and

enhance global
search capability

None Improve
performance None

Hai
et al. [75]

Combining
Evolutionary
Game Theory

Simultaneously
improved the

speed and
robustness of the

controller

None

Enhance the
speed and

robustness of the
controller

Angular
overshoot, rise
time, settling

time, and
steady-state error

Huo
et al. [76]

Opposite learning
strategy and

nonlinear
mutation
operators

Used for
estimating the

inertial physical
parameters of

vertical take-off
and landing
VTOL UAVs

None
The newly

proposed MPIO
performs better

Calculate the
error between the

computed and
experimentally
obtained output

vectors

Chen
et al. [77]

Adaptive
Nonlinear Inertia

Weight

Adaptive
nonlinear inertia

weight along
Friedman Improve

performance None

Li
et al. [82]

Wireless Sensor
Network

Calculation of
Fitness Values

Based on Pareto
Classification

None

Compared to the
other two
improved

algorithms, it
yields better

results

Wireless sensor
network coverage

Duan
et al. [83]

Bayes equation
and a response

threshold
sigmoid model

To design a
reasonable

objective function
None Improve

performance
Cost of UAV

Search-Attack

(Continued)
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Table 9 (continued)

Authors/
Refs.

Improvement Description Statistical
tests

Performance Fitness function

Herdianti
et al. [84]

Reverse Learning
Optimizing the
Vehicle Routing

Problem
None

Compared with
PSO, better
results are
obtained.

Distribution cost
total of Vehicle

Routing Problem

4.1.2 Integrate Other Algorithms
Al-Thanoon [85] proposed a novel hybrid PIO that effectively integrates the essence of PIO and Black

Hole Algorithm. Experimental results show that this hybrid algorithm can fully utilize the advantages of
PIO in solving the Multidimensional Knapsack Problem, and through extensive experimental evaluation on
benchmark datasets, significantly outperforming other nature-inspired algorithms in handling MKP.

Bai et al. [86] proposed an improved PIO (RMSFOPIO) that integrates an adaptive inertia weight
strategy with a fruit fly optimization strategy. The improvement is primarily implemented during the map
and compass operator phase by introducing a new weighting coefficient. In this phase, if the original weight
decays too rapidly, it would cause the pigeons to prematurely lose their inherited velocity, leading to random
“blind search.” The esnhanced algorithm achieved through this method features faster convergence speed
and higher convergence precision. Table 10 presents the comparison results of integrating with other swarm
intelligence algorithms.

Table 10: Integrating other swarm intelligence algorithms

Authors/
Refs.

Hybrid
strategy Description Statistical

tests Performance Fitness
function

Al-Thanoon
et al. [85]

Black Hole
Algorithm

BHA can
overcome local

optimal
solution

None

IWO/WDO
converges faster

and more
effectively

Untested on
diverse

benchmarking
functions Need
to be tested on

high
dimensional

problems

Bai
et al. [86]

Adaptive
Inertia Weight
Strategy and

Fruit Fly
Optimization

Reduce
complexity None

Features faster
convergence

speed and
higher

convergence
precision

None

4.1.3 Improvements in the Search Space
Zheng et al. [87] proposed the BPIO, which is an optimization strategy for quadrotor formation control

based on PID control and suitable for binary solution space. The algorithm effectively avoids collisions and



Comput Mater Contin. 2026;87(1):5 23

converges rapidly through binary encoding and a specially designed fitness function. Simulation experiments
have proven its effectiveness and feasibility, but further research is needed to fully validate its performance.
The velocity entry represents the state flipping probability, aiding in the exploration of the solution space, as
defined in BPSO.

Pan et al. [88] proposed an improved BPIO, which enhances the solution quality for binary optimization
problems through new transfer functions, velocity update schemes, and position update methods. Simulation
experiments have shown that the improved BPIO outperforms BPSO and BGWO. This was verified using
a variety of methods, including benchmark test functions, statistical analysis, Friedman test, and Wilcoxon
rank-sum test. These multiple validation methods confirmed the effectiveness of the algorithm and the
rationality of the dynamic velocity settings. Experiments on the UCI dataset indicate that BPIO excels in
feature selection, but its practical application performance still needs to be verified. Lyu et al. [89] proposed
an improved PIO to mitigate the effect of noise during information transmission in image fusion technology.
Additionally, they integrated it with boundary processing based on convolutional sparse representation for
the fusion of multi-focus noisy images. The algorithm determines the weight range through edge information
and replaces the fitness function of the PIO with global information entropy. However, its performance on
high-dimensional problems remains to be investigated. Table 11 presents the comparative content regarding
improvements to the search space.

Table 11: Improvements targeting the search space

Authors/
Refs.

Direction of
improvement Description Statistical tests Performance Fitness

function

Zheng
et al. [87]

Binary
improvement

By utilizing
binary encoding GRA Improve

performance

The follower’s
desired position

and current
position

information

Pan
et al. [88]

Binary
improvement

Introducing
binary into PIO

to Optimize
binary problems

Friedman,
Wilcoxon

The results are
superior to

Binary PSO and
Binary GWO.

None

Lyu
et al. [89]

Feature
selection

Reduce the
number of

features required
to build a robust

network intrusion
detection system

Mean, Std.
Dev, Std. Err

The LS-PIO has
high accuracy

and good fitting
effects

Weighted
feature

selection ratio,
false positive
rate, and true
positive rate

4.2 Variants of MPIO
Cui et al. [90] proposed a Multi-Objective PIO (MaPIO) algorithm that uses a balanced fitness

estimation method to balance the convergence and diversity of the population. By designing new rate and
position update equations, the algorithm provides additional search directions from the central position to
the global optimal position and solves the problem of drastic changes in the number of objective functions.
Experimental results show that the MaPIO has great potential in solving MOP.
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Chen et al. [91] proposed a combined multi-objective PIO (CMOPIO) based on a ring topology
structure, aiming to solve multi-objective clustering problems. This method bridges continuous and discrete
spaces using auxiliary vectors and introduces a ring topology structure to alleviate premature convergence
and enhance the diversity of the pigeon flock. Experiments show that the CMOPIO can effectively achieve
data clustering and performs well in handling large-scale datasets. Chen et al. [92] combined the MPIO
with the COSR strategy to solve the MOOPF problem. The algorithm extends its application scope from
single-objective optimization to multi-objective optimization by introducing adaptively adjusted parameters
and an innovative landmark search model. Dual-objective and triple-objective tests on IEEE 30-bus, 57-bus,
and 118-bus systems show that the MPIO-COSR algorithm can find a better Pareto front and achieve zero
constraint violation for all power flow solutions. Shang et al. [93] started from the objective function, using
Negative Ratio Association (NRA) and Ratio Cut (RC) as objective functions. The optimization of these
two objective functions can balance the internal density and external sparsity of the detected community
structure. By introducing genetic operations, they improved the representativeness and update method of
the pigeon flock. Experimental results show that MOPIO excels in search precision and stability, especially
on real data with standard community divisions. Compared to other methods, the MOPIO performs better
on most datasets. Qiu and Duan [94] addressed the distributed control problem of drone swarms in
complex obstacle environments by modifying the hierarchical learning behavior of pigeons. The improved
MPIO can coordinate drones to fly stably in complex environments. Compared to the basic MPIO and
the improved Non-dominated Sorting NSGA-II, the improved MPIO demonstrates advantages in handling
MOP, especially with small population sizes and fewer iterations. Ruan and Duan [95] proposed a multi-
drone obstacle avoidance control method based on the Multi-Objective Social Learning PIO (MSLPIO). By
introducing a social learning mechanism, each pigeon learns from better pigeons, not necessarily the globally
optimal pigeon, thus improving the algorithm’s convergence performance. Simulation results show that
compared to the improved multi-objective PIO and the improved NSGA-II, MSLPIO has better convergence
performance and can enable multiple drones to pass through complex obstacle environments smoothly.
Huo and Duan [96] proposed an Adaptive Mutation-based Multi-Objective PIO (AMMOPIO) algorithm.
The algorithm, which combines adaptive flight mechanisms and mutation mechanisms, effectively balances
global exploration and local exploitation, improving search efficiency and diversity. Experimental results
indicate that the AMMOPIO is feasible and effective in target search problems, finding more targets and
reducing search time.

Xu et al. [97] proposed an Improved Multi-Objective PIO (IMOPIO) algorithm to solve the dynamic
facility layout problem with uncertain demand, optimizing search through non-dominated sorting, global
collaboration, improved map and compass factors, and crossover operators. Results show that the IMOPIO
has better search capabilities and solution quality in solving DFLP problems. Liu et al. [98] transformed the
MOP into a single-objective optimization problem through a weighted solution approach. The traditional
PIO was discretized, and an adaptive parameter strategy was adopted to improve the shortcomings of the
algorithm itself.

Hu et al. [99] proposed a fuzzy multi-objective PIO for task allocation in urban environments where
multiple drones track multiple ground targets, converting the fuzzy importance preferences of the objective
functions into a mixed integer programming model. Compared to traditional PSO, simulation experiments
verified the effectiveness and efficiency of this method.

Table 12 presents the comparative content regarding variants of MPIO.
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Table 12: Variants of MPIO

Authors/Refs. Object Mechanism Results Evaluation
metrics

Fitness
function

Cui
et al. [90]

Solving MOP
problems with
more than two

objectives

A balanced
fitness estimation

method was
adopted

Addressing the
issue of drastic
changes in the

number of
objective
functions

None None

Chen
et al. [91]

Solve the
Multi-Objective

Clustering
problem

Using auxiliary
vectors and

Introducing a
ring topology

structure

Effectively
implementing
data clustering

None

Connectivity
and

Compactness in
Clustering
Problems

Chen
et al. [92]

Solve the
MOOPF
problem

The introduction
of adaptively

adjusted
parameters

Achieving zero
constraint

violations in all
power flow
solutions

GD, HV

Active power
loss, basic fuel

cost, valve point
loading fuel

cost, and
emissions

Shang
et al. [93]

Community
detection

Using NRA and
RC as objective

functions

Exhibits better
performance

on most
datasets

None
NRA and RC in

community
detection

Qiu and
Duan [94]

Distributed
control of drone

swarms in
complex
obstacle

environments

Modified based
on hierarchical

learning behavior
of pigeon flocks

Capable of
coordinating
stable drone

flight in
complex

environments

None

The degree of
passage

through the
obstacle area

and the
consistency of

the UAVs

Ruan and
Duan [95]

Drone obstacle
avoidance

Introducing a
social learning

mechanism

MSLPIO
Enables
multiple
drones to
smoothly
navigate
through
complex
obstacle

environments

None

The degree of
passage

through the
obstacle area

and the
consistency of

the UAVs

(Continued)
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Table 12 (continued)

Authors/Refs. Object Mechanism Results Evaluation
metrics

Fitness
function

Huo and
Duan [96]

Drone target
search problem

Incorporates
adaptive flight

mechanisms and
mutation

mechanisms

The
AMMOPIO

can find more
targets in the
target search

problem

None

Detection
probability,

cost, threat, and
other objectives
in unmanned
aerial vehicle
target search

Xu et al. [97]

Solving the
dynamic facility
layout problem
with uncertain

demand

Global
collaboration and

improvement
operators

The IMOPIO a
has advantages
in solving the

Dynamic
Facility Layout

Problem

HV

Cost and area
utilization rate

in layout
planning

Liu
et al. [98]

The issue of
human resource

allocation in
university

research projects

Converting a
MOP into a

single-objective
one

The improved
PIO achieves
better results

None
Delay Loss and
Delay Time in

the Project

Hu
et al. [99]

Multi-drone
tracking in

urban
environments

Transforming the
fuzzy importance
preferences of the

objective
function into an

MIP model

This method is
more efficient None

Total flight
distance, task

allocation
balance, and

task completion
time in Target

tracking

5 PIO and MPIO Applications in UAVs
UAV is an unmanned aircraft operated by radio remote control equipment or its programmed control

devices for performing specific tasks [100]. Compared with manned aircraft, UAVs have advantages such as
small size, high maneuverability, good concealment, low requirements for battlefield environment, strong
survivability, and low cost. At the same time, UAVs are often used in civil aviation fields, such as disaster
rescue, aerial photography, and pesticide spraying [101,102]. In recent decades, the development of UAVs
and related technologies has been favored by countries around the world and has received increasing
attention and application. However, with the complexity and diversity of mission requirements, the current
development of UAV technology not only needs to improve the functionality and effectiveness of UAVs
but also requires a comprehensive consideration of exploring and developing more fixed and effective
UAV management and organization models. For optimizing UAV issues, a widely used method today is to
abstract it as a mathematical model, convert it into an optimization problem, and solve it through heuristic
algorithms. This method requires very little time in finding an acceptable solution, which is precisely the
advantage of heuristic algorithms. This section resolves Question 4.
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5.1 PIO Applications in UAVs
Duan and Qiao [36] first proposed the PIO in 2014 and applied it to the path planning problem of aerial

robots. This marked the first time the PIO was introduced and successfully used to solve practical problems.
Their experiments verified the effectiveness of PIO in optimization issues. Duan et al. [48] proposed a
Predator-Prey PIO for the automatic landing system of fixed-wing UAVs in the longitudinal plane. The
results of simulation experiments verified that the automatic landing system significantly improved the
performance of UAVs during the landing phase. Yu et al. [64] proposed a new algorithm called Mixed Game
PIO (MGPIO), which was designed for cluster formation control in Unmanned Aerial Systems (UAS). The
MGPIO combines elements of mixed game theory and PIO strategy, not only enhancing the ability to handle
complex problems but also improving convergence speed and reducing computational burden. Through
comparative experiments with PIO and PSO, the application potential of MGPIO in the formation control
of drone clusters has been confirmed.

In response to discrete problems, Duan et al. [73] proposes a Binary PIO to optimize the obstacle avoid-
ance problem for quadrotor drones. Experimental results indicate that the proposed algorithm outperforms
Binary PSO. Chen et al. [72] proposed a new method called Mutated PIO, which is based on the strategy of
Dynamic Opposition-Based Learning. Experimental results show that the MPIO exhibits good performance
in terms of convergence speed and overall search capability. Hai et al. [75] proposed an enhanced ADRC
method for the attitude deformation system of autonomous mobile robots. By simulating the behavior of
pigeons in the process of evolutionary games, this method dynamically adjusts its search strategy, thereby
enhancing the adaptability and efficiency of the algorithm. Simulation experiment results confirm the
method’s ability to suppress disturbances under normal operating conditions and its compensating effect on
faults when they occur, demonstrating its superior performance. Huo et al. [103] applied the pigeon flock
algorithm to real-flight obstacle avoidance experiments with UAVs. The experimental results show that the
UAV flock was able to successfully navigate through multiple obstacle areas in a real flight environment and
effectively avoid collisions with other UAVs. Li and Deng [104] proposed a Quantum Entangled PIO for
optimizing UAV path planning. Compared with GA, PSO, and traditional PIO, the QEPIO has improved
convergence speed and robustness to some extent, showing its potential in solving flight planning problems
such as UAV path planning.

Wang et al. [105] presented a control strategy based on the Cauchy Mutated PIO. Simulation results
showed that the proposed Cauchy mutated PIO method has better robustness and cooperative path planning
strategies compared to traditional PIO, proving it to be effective and advanced. In terms of UAV formation,
Xu and Zhang [106] proposed a Quantum Behavior PIO. The improved PIO, combined with UAV control
variables, became part of the direct control loop in the control system. The control system’s effectiveness in
tight formation control was demonstrated through comparative simulations.

Huo et al. [107] introduced a circular formation control method inspired by the homing behavior of
pigeons. This method utilized the characteristics of nonlinear PID-like control methods, making the motion
trajectory of the multi-agent system smoother. The effectiveness of this control strategy was confirmed
through numerical simulations.

For formation control of quadrotor UAVs, Bai et al. [108] proposed using the PIO. By combining
algebraic graph theory and matrix analysis, they established a nonlinear mathematical model to describe the
dynamic behavior of quadrotor UAVs. Experimental results indicated that the PIO played a key role in the
formation control of quadrotor UAVs. In the field of unmanned UAV combat, Yu et al. [109] proposed an
improved PIO (CLPIO) algorithm based on a competitive learning mechanism to address the problem of
attack target allocation in dynamic combat games involving UAV swarms. Through numerical simulation
verification, the effectiveness and superiority of this method were confirmed. Experimental results indicate
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that the CLPIO can more effectively solve the attack target allocation problem. Ruan et al. [110] introduced
an autonomous maneuvering decision-making method for unmanned combat aerial vehicles in air combat
using Transfer Learning PIO (TLPIO). This method involves designing a target function that includes a mix
of game strategies and utilizes the TLPIO for optimization to obtain the optimal mixed strategy. Simulation
results have validated the effectiveness of the proposed autonomous maneuvering decision-making method.
Bin et al. [111] proposed the Gaussian Adaptive Mutation PIO (GAMPIO) algorithm and developed a
backstepping controller using a fully coupled dynamic model to control an UAV with a manipulator. Through
a series of simulation experiments and comparisons with other optimization algorithms, the experimental
results demonstrated the superiority of the GAMPIO in terms of performance.

Zhou et al. [112] presented a method that combines the Hybrid GWO (HSGWO) with the Modified PIO,
known as HSGWO-MPIO. The convergence, complexity, and accuracy of the algorithm were analyzed using
linear difference equations to validate its performance. Simulation results indicated that the HSGWO-MPIO
performs better in terms of robustness and optimization capabilities. Table 13 presents the application of PIO
variant algorithms in UAV and the design of objective functions.

Table 13: UAV of PIO

Authors/Refs. Object Mechanism Results UAVs Fitness
function

Duan and
Qiao [36]

To solve the
problem of
Aerial robot

path planning
problem

Use PIO for
solving

Experimental
verification of

the
effectiveness of

PIO and its
application to
aerial robot

path planning

Aerial robot
path planning

problem

Weighted sum
of direct vector
angles between

drones and
hazardous

drones

Duan
et al. [48]

For fixed-wing
UAV plane
automatic

landing system

Predator-Prey
PIO

Significantly
improves the

performance of
drones during

the landing
phase

UAV vertical
automatic

landing

The error
between the

actual output of
pitch angle,
airspeed, or

AOA and the
reference signal

Duan
et al. [73]

To solve the
problem of
Aerial robot

path planning
problem

Mixed Game
Theory

The potential
application of

MGPIO in
drone swarm

formation
control was
confirmed

UAV formation

Difference
between output

state and
expected state

(Continued)
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Table 13 (continued)

Authors/Refs. Object Mechanism Results UAVs Fitness
function

Hai
et al. [75]

Optimize the
ADRC system

Improved
Method Based on

Game Theory

Enhance the
adaptability

and efficiency
of the

algorithm

Active
disturbance

rejection
control

Angular
overshoot, rise
time, settling

time,
steady-state

error,
weighting.

Zheng
et al. [87]

Obstacle
avoidance for

quadrotor UAV

Binary
refinement

The proposed
algorithm

outperforms
Binary PSO

Quadcopter
UAV formation

The follower’s
desired position

and current
position

information

Huo
et al. [103]

For UAS swarm
formation

control
None

Avoids
collisions with
other drones

UAV obstacle
avoiDance

Weighted Sum
of Direct Vector
Angles Between

Drones and
Hazardous

Drones

Li and
Deng [104]

For VTOL UAV
applications

Using mutation
operators with

nonlinear
characteristics

The algorithm
is able to more

effectively
explore the

search space

Vertical takeoff
and landing

UAV

The follower’s
desired position

and current
position

information

Wang
et al. [105]

To enhance the
performance of

multi-drone
path planning in

high-altitude
narrow areas

Cauchy mutant

Exhibits better
robustness and

cooperative
path planning

strategies

Multi-UAV
path planning

Weighted
distance cost,
altitude cost,

and threat cost

Xu and
Zhang [106]

Tight formation
control

Quantum
behavior

Enhancing the
performance of
tight formation

control

UAV tight
formation

control

Force of
potential field

interaction
between

adjacent drones

Huo
et al. [107]

Circular
formation

control methods
Nonlinear PID

Makes the
motion

trajectories of
multi-agent

systems
smoother

Multi-UAV
collaborative

circular
formation

Combination of
circular

formation and
angular

distribution

(Continued)
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Table 13 (continued)

Authors/Refs. Object Mechanism Results UAVs Fitness
function

Bai
et al. [108]

Formation
control of

quadrotor UAVs

Combining
algebraic graph

theory and
matrix analysis

The designed
control

algorithm
exhibits better
transient and
steady-state

error
performance

Quadcopter
UAV formation

Describe the
formation using

the position
deviation

matrix

Yu
et al. [109]

Solving the
attack

target allocation
problem in

drone swarm
dynamic combat

games

Competitive
learning

mechanism

Can more
effectively

solve the attack
target alloca-

tion
problem

UAV swarm
dynamic

combat game
theory

Calculating
payoffs for

mixed strategies
at nash

equilibrium

Ruan
et al. [110]

Autonomous
maneuvering

decisions in air
combat

Transfer learning

Able to make
reasonable

maneuvering
decisions

UAV
autonomous

maneuver
decision-
making

In zero-sum
games, to

identify the
maximum or

minimum
payoff through

mixed strategies

Bin
et al. [111]

Controlling a
drone with a
robotic arm

Gaussian adaptive
mutation

Able to meet
the

requirements
of trajectory

tracking

UAV operator
below the drone

The deviation
between the

expected
trajectory of the

entire system
and the output

5.2 MPIO Applications in UAVs
Qiu et al. [94] explores the distributed control of drone swarms in environments filled with complex

obstacles. The paper adjusts the algorithm based on the hierarchical learning behavior of pigeons to form
an improved MPIO that effectively coordinates the stable flight of drones in complex environments. By
comparing it with the original MPIO and the improved NSGA-II, the study confirms the superiority of the
improved MPIO in handling MOP, especially when the population size is small and the number of iterations
is limited. Ruan and Duan [95] proposes a multi-drone obstacle avoidance control strategy named Multi-
Objective Social Learning PIO (MSLPIO). By introducing a social learning mechanism, this strategy enables
each drone to learn a better flight strategy, not just pursuing global optimality. This approach effectively
improves the convergence of the algorithm. Simulation experiments have verified that MSLPIO outperforms
the improved MPIO and the improved NSGA-II in terms of convergence performance, ensuring stable flight
of multiple drones in complex obstacle environments.
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Hu et al. [99] presents a fuzzy MOP algorithm inspired by pigeon behavior, aimed at solving the
task allocation problem when multiple drones track multiple ground targets in urban environments. The
algorithm incorporates the fuzzy importance preferences of the objective functions into a mixed integer
programming model to optimize the task allocation plan. Compared with the traditional PSO, the simulation
results prove the advantages of the proposed method in terms of effectiveness and efficiency.

Tong et al. [113] proposes a new method for drone path planning based on PIO and Differential Evo-
lution. This method combines the pathfinding capabilities of PIO with the mutation strategy of differential
evolution, effectively solving the problem of finding the optimal path for drones in complex environments.
Comparison with PSO and Differential Evolution algorithms through simulation experiments shows that
this method is superior in terms of path length, smoothness, and safety.

5.3 Discussion on PIO and Its Applications in UAVs
As a nature-inspired optimization algorithm, PIO has achieved significant development and has become

a reliable tool for solving complex problems. It searches for near-optimal solutions for one-dimensional
or multi-dimensional objective functions through a stochastic computational process, offering an easy-to-
implement and efficient solution that is applicable across various fields. The comprehensive results presented
in this paper fully demonstrate the outstanding performance of PIO, particularly in terms of its effectiveness
and accuracy in achieving the best results. Compared to recently published articles, this paper conducts a
rigorous examination and analysis of the results obtained by PIO, further confirming this point.

Each heuristic algorithm has its own limitations, and PIO is no exception. Complex optimization
problems may lead to premature convergence. PIO has several parameters that users need to adjust according
to specific issues. This section evaluates the enhancements of PIO through various methods, including
adjustments to its own parameters, combination with other heuristic algorithms, and improvements on the
search space, as shown in the table.

From Figs. 13 and 14, it can be seen that most improvements in PIO focus on parameter adjustment, as
reported in references [72,73,75,77,82–84,87,88]. Expanding the algorithm to practical applications, there are
fewer improvements in the search space, such as [88], which target binary problems for PIO improvement.
References [80,85] improve PIO by integrating other swarm intelligence algorithms, and [86] also improves
its own parameters, making it one of the few algorithms to have improved in two aspects.

Clearly, by optimizing and improving parameters and combining novel metaheuristic algorithms with
adaptive strategies, the shortcomings of the basic PIO can be specifically addressed. When configuring the
PIO parameters, adjustments must be made based on the specific situation, so the parameter improvement
method should be used to avoid affecting the optimization process’s stability. Secondly, for optimization
problems sensitive to parameter changes, an adaptive parameter adjustment strategy should be employed.
Thirdly, to address the PIO’s tendency to get stuck in local optima, a hybrid algorithm that combines specific
metaheuristics can effectively avoid this problem. In summary, the key to the optimization process is to
select appropriate optimization strategies for specific optimization problems, and a variety of optimization
strategies can be flexibly combined during the optimization process.

As for the application of PIO in UAVs, most aspects are focused on the path planning, formation,
and obstacle avoidance of drones, while others are aimed at optimizing the takeoff and landing, as well as
combat gaming of UAVs. These issues have validated the effectiveness of PIO in problems with high real-time
requirements, as well as its strong robustness characteristics.
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Figure 13: PIO improvement methods classification statistics

Figure 14: Improved PIO application classification on UAVs

5.4 Discussion on MPIO and Its Applications in UAVs
The solutions obtained from multi-objective algorithms are commonly evaluated using indicators such

as HV, GD, and IGD to assess the obtained Pareto Front (PF). The HV index, as a widely used metric for
classification, actually calculates the size of the space volume covered by the actual PF. A larger HV value
indicates better diversity of the PF, and its equation is shown as follows:

HV = volume(⋃N
i=1 vi) (21)

where vi represents the volume formed by the individual i and the reference point. The larger the indicator
is, the more widely the solution space covered by the Pareto solution set obtained.
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To measure the distance between the obtained Pareto Front (PF) and the actual PF, the GD indicator,
defined as Eq. (22), is used [114]:

GD =

√
∑N

i=1 Euc2
i

N
(22)

In the Eq. (22), Euc2
i represents the Euclidean distance between the ith non-dominated solution in the

reference PF and its nearest non-dominated solution.
IGD (Inverted Generational Distance) is a commonly used evaluation metric in MOP, which is used

to assess both the convergence and diversity of algorithms simultaneously. IGD is based on the following
concept: for a MOP, there exists a set of true Pareto optimal solutions, known as the True Pareto Front (TPF).
The algorithm generates a set of approximate Pareto optimal solutions when solving the problem, called the
Approximate Pareto Front (APF). IGD is defined as the average distance from each point in the TPF to the
nearest point in the APF. Specifically, the calculation Eq. (23) for IGD is as follows:

IGD(TPF , APF) = 1
∣TPF∣ ∑x∈TPF min

y∈APF
d(x , y) (23)

where, ∣TPF∣ is the number of points in the TPF, d is the distance metric between points, commonly using
Euclidean distance or Hamming distance.

These indicators can be used to compare the advantages and disadvantages of multi-objective algorithms
intuitively. Only references [92,97] in the aforementioned papers used the HV indicator, and GD was
compared only in [97]. Unlike the single-objective PIO, multi-objective optimization must address multiple
conflicting objective functions, so simply adjusting parameters is often ineffective for the issues at hand.
Among various variants, more focus is on changing the search space, as in reference [91], or on transforming
multi-objective problems into single-objective problems for solving, as in references [94,98].

The traditional PIO simplifies the two-phase algorithm into a single-phase algorithm by introducing
a transition factor. It uses Pareto sorting to achieve multi-objective optimization. However, Pareto sorting
requires re-ranking and filtering of solutions in the external set A at each iteration, increasing computational
complexity. Reference [91] applied the improved MPIO to clustering problems, expanding the research on
high-dimensional problems with MPIO, while reference [93] applied it to community detection. Multi-
objective optimization is more suited to practical applications than single-objective optimization. Only one
article [90] did not optimize for applications, whereas the other papers did.

References [91,93,99] improved the search space, with [91] adding a discrete space, [93] extending MPIO
to community detection, [92] improving the objective function, and [99] introducing fuzzy preferences
into the model. Additionally, reference [91] also enhanced diversity through topological structure, and
references [90,96] balanced improvements in diversity and convergence.

For multi-objective algorithms, it is more necessary to make improvements based on practical problems.
MPIO optimized the design of brushless DC motor parameters, and subsequent algorithms improved by
leveraging PIO’s advantages on UAVs, continuously proposing new algorithms to expand UAV applications,
such as multi-UAV formation, multi-UAV obstacle avoidance, and distributed control of UAV swarms.

6 Conclusion and Potential Research Domains
This section addresses Question 5. The review paper conducts an in-depth study of PIO, explores its

applications across various research fields, and provides a detailed review of the latest advancements in
the literature. The authors have invested considerable effort in writing this paper by extensively analyzing
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PIO-related research articles published between 2019 and 2025. The article aims to provide readers with
a comprehensive understanding by discussing and summarizing the research findings on PIO in recent
scientific literature. The paper reviews the applications and variants of the PIO, confirming its effectiveness as
a swarm intelligence-based optimization method. PIO has demonstrated the ability to find practical solutions
to multiple engineering problems, and its convergence in continuous search spaces has been proven [49].
Since its introduction in 2014, the algorithm has been extended to solve a variety of problems and scenarios.
Research on variants of PIO highlights its flexibility and its ability to be customized to different needs,
including hybrid and multi-objective versions. These variants aim to improve the efficiency of PIO operations
while maintaining its core characteristics. Notably, most hybrid strategies have made significant progress
in developing PIO. In many instances, combining different variants has enhanced the algorithm’s ability to
solve complex problems. Looking to the future, the PIO is expected to continue developing and reducing
sensitivity to parameter changes. Reinforcement learning technology may become an advanced means of
developing parameter-free PIO, achieving dynamic parameter adjustment based on search environment
feedback. Additionally, combining PIO with other metaheuristic algorithms to form hybrid models can
maximize benefits, reduce limitations, and expand its application scope by leveraging the strengths of both.

As for MPIO, it inherits the advantages of basic PIO, with only a few key parameters and strong
robustness, making it applicable to the optimization of other problems. At the time of its proposal, it was
proven to be convergent [46]. However, some shortcomings have emerged from recent developments. Under
the dual Pareto ranking, the continuously growing external set A can lead to slow convergence of the
algorithm; secondly, the current velocity’s proportion decreases at an exponential rate, causing the group
exploration to stagnate; finally, the selection of the optimal individual is too random, which may affect the
convergence efficiency of the algorithm.

In summary, the following future development suggestions are proposed for PIO:
1. To address the sharp convergence issue of PIO, adjustments should be made to reduce performance

loss due to premature convergence; during the second phase of landmark search, the number of pigeons
seeking the landmark center decreases exponentially, and adjustments should be made to the reduced
number of pigeons. The two-phase optimization search is fragmented, and integrating the two phases to
balance exploitation and exploration is also a key research direction.

2. Expand the application of the PIO to practical problems, making suitable improvements for different
issues; moreover, since the PIO has been widely verified on UAVs, whether the PIO has significant potential
in constrained path planning problems is an issue that future researchers need to verify.

3. Only a few of the proposed variants of the PIO have been analyzed for convergence and complexity,
so conducting theoretical analysis when proposing new variant algorithms is a key research direction.

4. Considering the advantages of PIO in search speed and robustness, it is worth considering its applica-
tion prospects in Neural Architecture Search; additionally, the optimization of parameters by reinforcement
learning is also a critical improvement direction, and given the number of parameters in PIO, it can become
a parameter adjustment strategy in addition to adaptive adjustment.

For MPIO, the following future development suggestions are proposed:
1. Like the basic PIO, adjust the key parameters to reduce performance loss due to premature conver-

gence; choosing a suitable scheme to limit the external set A is also a direction for algorithm improvement.
2. As mentioned above for PIO, the robustness advantage of MPIO also makes it suitable for application

in NAS. For some practical problems with multiple objectives, such as accuracy and computation time, MPIO
is more ideal for optimization than for solving a single-objective problem with weights.
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3. The convergence speed of MPIO has been verified in real-time problems, such as drone formations;
therefore, more consideration can be given to such issues in future improvements.
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