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ABSTRACT: The increasing popularity of quantum computing has resulted in a considerable rise in demand for
cloud quantum computing usage in recent years. Nevertheless, the rapid surge in demand for cloud-based quantum
computing resources has led to a scarcity. In order to meet the needs of an increasing number of researchers, it is
imperative to facilitate efficient and flexible access to computing resources in a cloud environment. In this paper,
we propose a novel quantum computing paradigm, Virtual QPU (VQPU), which addresses this issue and enhances
quantum cloud throughput with guaranteed circuit fidelity. The proposal introduces three innovative concepts: (1) The
integration of virtualization technology into the field of quantum computing to enhance quantum cloud throughput.
(2) The introduction of an asynchronous execution of circuits methodology to improve quantum computing flexibility.
(3) The development of a virtual QPU allocation scheme for quantum tasks in a cloud environment to improve circuit
fidelity. The concepts have been validated through the utilization of a self-built simulated quantum cloud platform.
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1 Introduction

In recent years, the field of quantum computing has witnessed a period of unparalleled advancement. It
promises to resolve intractable computational problems that exceed the capabilities of contemporary classical
computers, thereby promising to revolutionize numerous scientific disciplines. The potential of this approach
has been demonstrated in a number of areas, including financial modelling [1,2], database searches [3],
molecule simulation [4,5], and machine learning [6-8]. It is anticipated that in the coming years, quantum
computers will have thousands of qubits. However, the fidelity of the devices may still present a limitation
to the ability to perform large computations involving many qubits. Quantum computing has experienced
extraordinary strides in recent years, yet the current developmental phase of quantum devices has not moved
beyond the scope of the noisy intermediate-scale quantum (NISQ) era [9]. These NISQ computers are
characterized by a number of noises and errors, including measurement errors, quantum gate operation
errors, and most, problematic of all, short decoherence times. Consequently, the outputs produced by these
contemporary quantum devices are unreliable when processing deep circuits with numerous gates.

Moreover, quantum computers require the deployment of highly intricate control circuitry, cutting-edge
microwave technologies, cryogenic refrigeration units that can sustain temperatures down to the milli-kelvin
range, and robust shielding mechanisms to fend off environmental noise interference [10]. The exorbitant
costs linked to the essential hardware, coupled with the stringent ambient requirements, pose significant
barriers for ordinary users to access on-site quantum computing resources. Nevertheless, the emergence of
quantum cloud service providers has enabled remote access to quantum computing infrastructure, and this
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integration is poised to drastically lower the entry barriers to leveraging quantum computing resources. This
facilitates the investigation of quantum algorithms by researchers and developers, obviating the necessity of
quantum hardware [11-13].

With ongoing growth in the demand for direct access to quantum hardware resources, the volume of
users subscribing to quantum computing cloud services is forecast to expand exponentially over the course
of the next ten years. However, the prevailing quantum cloud providers utilize a time-based resource-sharing
model to regulate access to their backends. This approach invariably results in a substantial number of jobs
awaiting processing on quantum devices, and users being required to wait for extended periods in queues.
To tackle this problem, numerous researchers have advocated for the deployment of multi-programming
on NISQ computers, aiming to boost the utilization efficiency of robust qubits within a single quantum
device [14-18]. What merits particular attention is that although this approach can effectively elevate the
throughput of an individual quantum backend, its inherent flexibility remains inadequate. This is due to
the fact that the Multi-programming approach necessitates that the user specify the desired backend for
execution. Moreover, it does not take into account the resources available within the broader quantum
computing resource pool. Furthermore, it does not consider the resources available within the entire
quantum computing resource pool. Statistically, at any given moment, there could be as many as 10 to 1000
quantum tasks queued up on different quantum computers, exhibiting a high degree of randomness [19]. This
ultimately results in an unsatisfactory user experience and hinders the advancement of quantum algorithms
and applications to a certain extent.

In order to address this challenge, a new quantum computing implementation paradigm for supercon-
ducting quantum computers is proposed. This paradigm, termed the Virtual QPU architecture, is based on
the virtualization of classical computers. The virtualization of classical computers is a technique that enables
the logical partitioning or combination of computational resources (e.g., servers, storage, and networks)
so that multiple operating systems and applications can run simultaneously. The technique facilitates the
virtualization of physical devices or resources, thereby enabling multiple virtual instances to share the same
set of physical resources, thus enhancing resource utilization and flexibility. This concept aligns perfectly
with the current trajectory of quantum cloud development. The virtual QPU architecture proposed in
this paper unifies the quantum resources of the cloud service provider and allocates appropriate quantum
resources when the circuit performs compilation, automatically creating virtual QPUs and providing them
to the corresponding tasks. A salient feature of this approach is its asynchronous execution of virtual QPUs,
a feature that is distinct from the parallel execution of circuits. This asynchronous execution has been
demonstrated to enhance the flexibility of the quantum cloud, thereby increasing its throughput in complex
task environments.

The subsequent sections of this paper are laid out in the following manner. Initially, Section 2 provides a
contextual foundation for the research. Subsequently, Section 3 describes the architecture of VQPU. Section 4
primarily encompasses the experimental and evaluation facets of the proposed approach. Finally, Section 5
summarizes the results of the study.

2 Background

In this section, we introduce some fundamental concepts related to quantum computers and quantum
computing [19-23]. Additionally, we present existing schemes for enhancing the throughput of quantum
clouds [14-18], thereby demonstrating the necessity of a virtual QPU architecture.
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2.1 Quantum Computer

A quantum computer is defined as a computer that employs the principles of quantum mechanics for
the storage and processing of information. Conversely, quantum computers utilize quantum bits (qubits) as
the fundamental unit of information, a paradigm shift from conventional computers that employ classical
bits. The distinctive quantum properties of qubits, including superposition and entanglement states, enable
quantum computers to achieve computational speeds that are significantly faster than those of conven-
tional computers in certain instances. The most prevalent categories are ion traps [24], superconducting
quantum [25], and photonic quantum [26]. The development of quantum computers has the potential to
yield significant technological advances and may offer solutions to problems that are currently intractable to
conventional computers. However, contemporary NISQ computers are confronted with substantial reliability
challenges. It is acknowledged that physical qubits are fragile and susceptible to interference. Consequently,
quantum programs running on a quantum computer may be subject to the following types of errors: The
following errors have been identified: (1) Coherence errors caused by coherence time; (2) Operational errors
due to error-prone quantum gates; (3) Readout errors due to measurement operations.

2.2 Quantum Computing Basics

Quantum computing entails the precise manipulation of multiple qubits via a sequential set of quantum
logic gates. A qubit is analogous to a “bit” in classical computing. However, a qubit is capable of remaining in
not only the classical states, but also a superposition of these two states. This distinguishes it from a classical
bit. The superposition is denoted as |®) = a|0) + b|1), where a and b are complex numbers such that a* + b* =
1. It has been demonstrated that |a|? corresponds to the probability of measuring the qubit as |0}, whilst |b|?
corresponds to the probability of measuring the qubit as |1). The ability to create a “superposition” of basis
states allows for the use of an n-qubit system to represent a linear combination of 2" basis states. This can
be denoted as |®) = Y2 a,|x), where |x) represents a basis state, a, is the complex probability amplitude
associated with state |x) and it is necessary for ¥'2_¢! |at|” = 1 to be satisfied.

A quantum program is defined as a sequence of quantum gates that operate on a number of qubits. The
quantum gate is employed to convert one quantum state to another; specifically, |®,) = U |®,), where U is
a unitary matrix. In fact, any quantum gate that acts on three or more quantum bits can be decomposed
into a combination of single-qubit and two-qubit gates [22,23]. In order to obtain the results of the quantum
circuits execution, a qubit readout operation, or measurement, is employed. The measurement process
changes the state, and the qubit’s superposition of |0) and |1) collapses to the specific state, consistent with
the measurement result.

3 Related Work

To the best of our knowledge, no research extends the virtualization techniques of classical computing
to the field of quantum computing to address the challenges that exist in existing quantum clouds. That
said, a number of extant research efforts conduct in-depth examinations of these challenges. In this
section, we provide a comprehensive overview of the pertinent scholarly work that addresses each of these
challenges individually.

Challenge 1: The quantum cloud provider employs a time-based resource sharing model to regulate
access to its QPUs. In general, there are two principal methods of accessing the selected QPU. The customer
may either reserve an exclusive time slot on a QPU or utilize a shared job queue for a public QPU. The sole
distinction lies in the duration for which a QPU is exclusively allocated to a customer. In the first case, the
QPU is made available to the customer exclusively for the entire duration of the reserved time slot; in the
second case, only for the execution time of the single quantum circuit [27]. In either case, each executed



4 Comput Mater Contin. 2026;87(1):40

quantum task blocks the entire QPU, which makes the quantum cloud much less flexible and results in a
large number of unused qubits during the execution of smaller quantum circuits, significantly reducing the
throughput of the quantum cloud.

The Multi-programming mechanism was initially proposed by Das et al. [14] through the development
of the Fair and Reliable Partitioning (FRP) approach, which coined the term “Multi-programming quantum
computing” and demonstrated that this scheme can lead to an increase in the throughput and utilization
of QPUs through their approach. Subsequently, Liu and Dou [18] enhanced this mechanism by introducing
QuCloud, which combines a new qubit mapping method with a compiled task scheduler for multi-
programming quantum computers in the cloud. In their seminal paper, Wu et al. [28] proposed a noise-aware
quantum job scheduler (NAQJS) based on circuit width, number of measurement shots, and submission
time of quantum jobs, to reduce execution latency. In addition, we may consider the work of Mineh and
Montanaro [29], who have devised a circuit parallel operation scheme that has been optimized for utilization
in the field of machine learning. In parallel, Park et al. [30] put forward a quantum multi-programming
algorithm tailored for the Grover search algorithm.

While multi-programming methodologies hold the potential to boost the throughput of quantum cloud
platforms to a certain extent, their practical applicability remains subject to notable constraints. The selection
of parallel circuits is a more complex process, as they must have the same number of trials and satisfy the
qubit constraints (including the qubit fidelity limit and the number of qubits limit) when mapping. Secondly,
the access to quantum resources in existing schemes is based on time-based resource sharing. This may result
in the inability of users to execute quantum circuits in parallel when they are submitted at different times.
This is attributable to the possibility that the circuit submitted at an earlier point in time may have utilized
the entirety of the QPU, irrespective of whether or not it employs all the qubits on the QPU.

Challenge 2: Currently, users are required to manually select specific physical resources when submitting
a quantum task. Given the difficulty users face in determining the task queuing status across individual
quantum backends, a marked disparity in wait times emerges when users submit their tasks to distinct
quantum backends at the same time. Although the method of specific physical resources allows researchers
a high degree of flexibility, in the majority of cases, researchers do not consider the execution process
of the tasks they submit; instead, they focus solely on the outcome produced by the quantum computer.
Furthermore, users select their physical resources due to the significant discrepancies in the quantum circuits
they design and the qubit properties required for the circuits to operate. It is therefore imperative that users
consider the various limitations of different quantum computing devices, as this is critical to the realization
of the task. This undoubtedly adds an unnecessary burden to the user. Additionally, the fact that the customer
directly chooses the physical resources works against the cloud provider, as they have limited control over
the use and utilization of QPUs. This may hinder the cloud provider’s ability to optimize resource utilization.

The current state of the art in quantum resource selection remains in the exploratory phase, with a
number of promising avenues for further research having been identified by the scientific community. Ravi
etal. [19] has put forward a sophisticated, enhanced adaptive task scheduling approach tailored for quantum
cloud environments. The Quantum Resource Estimator, a tool introduced by Suchara et al. [31], can select
a QPU by evaluating key factors including the count of physical qubits, algorithm execution time, and
the likelihood of a quantum algorithm operating successfully on a given QPU. Moreover, Salm et al. [32]
have created an automated framework that accurately converts quantum circuits into a variety of distinct
programming languages. Wang et al. [33] proposed the Qoncord automated job scheduling framework for
solving quantum circuit scheduling problems based on VQA. While these studies signify substantial progress
in the realm of automated hardware selection and offer a measure of respite from the quantum cloud queuing
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problem, they are nevertheless allocated on the basis of actual physical QPUs. This does not result in any
enhancement of single computer throughput.

In order to overcome the aforementioned challenges, we propose a virtual QPU architecture that draws
on the virtualization scheme in classical computing. This scheme manages all backend quantum resources
in a unified manner and allocates them on demand according to the circuit attributes, thus creating virtual
QPUs. Secondly, this architecture decouples the qubits and allows asynchronous execution of user-submitted
circuits, thereby improving the flexibility of the quantum cloud. In conclusion, the proposed architecture is
capable of rationally automating the virtual QPU creation and recycling process through the implementation
of the proposed algorithm, thereby achieving the optimal quantum cloud throughput.

4 Proposed Solution

The architecture of the virtual QPU proposed in this paper is shown in Fig. I, which contains the
overall architecture containing four parts, namely, Quantum Resource Manager, Quantum Resource Mapper,
Quantum Resource Allocator, and Quantum Mapping Optimizer. The Quantum Resource Manager provides
the interface for quantum resource access, and all quantum computing devices in the backend of the quantum
cloud need to access the Quantum Resource Manager. Subsequently, the Quantum Resource Mapper
virtualizes all quantum computing resources, accessing the Quantum Resource Manager and connecting
them to the quantum resource pool. When a quantum task is submitted to a quantum cloud service provider’s
cloud, the task will be placed in the user submission queue, where it will await processing in the order of
submission. In accordance with the first-in-first-out principle, the task with the longest waiting time will be
transmitted to the Quantum Resource Allocator, which distributes resources in accordance with the resource
usage within the resource pool and generates a virtual QPU. Subsequently, the user task and the virtual QPU
will be submitted to the Quantum Mapping Optimizer for circuit compilation, and the compiled circuit will
be transmitted to each quantum computer for execution. Upon completion of the execution, the result will be
returned to the user, and the virtual QPU resources will be recovered and returned to the resource pool. The
following section provides a comprehensive account of the function and implementation of each module.

Information about

virtual resources and
circuits

Information about
pending task

Quantum Resource Quantum Mapping

O B

Allocator Optimizer

User Submission Queue

virtual resources and

compiled circuits

Information about
resource pool

\ Information about

Information about
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Quantum Resource Quantum Resource
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quantum resources
Quantum Quantum Quantum
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Figure 1: Virtual QPU framework
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4.1 Quantum Resource Manager

A number of quantum cloud service providers are currently in operation, including IBM, Google,
Microsoft, and Honeywell. However, the quantum device interfaces of the same type of quantum computer
show significant discrepancies when provided by different quantum cloud service providers. To address the
fundamental issue of device unification, we develop the Quantum Resource Manager.

The Quantum Resource Manager provides downward access to different quantum computing resources,
encapsulating them in a unified way. It also provides upward calling interfaces to meet the requirements
of Quantum Resource Mapper. When accessing a quantum computing resource, the Quantum Resource
Manager proactively requests the resource attributes, which include the quantum resource type, the quantum
resource availability state, the gate groups supported by the quantum resource, the QPU topology, the
number of qubits, the qubits availability, and the qubits attributes. Qubit attributes include single-qubit gate
fidelity, two-qubit gate fidelity, measurement fidelity, and T1 and T2 relaxation times.

It is important to acknowledge that NISQ computers are vulnerable to external influences, such as
temperature fluctuations and magnetic field interference, which could potentially introduce distortions
and errors in the qubits. It is therefore essential to implement a periodic calibration process to ensure the
reliability and accuracy of quantum computers. This process allows for the correction and adjustment of
the qubits’ state, thereby guaranteeing the precision of the resulting calculations. When quantum resources
are accessible to the Quantum Resource Manager, the manager sends requests to each quantum resource at
regular intervals. This ensures the availability and accuracy of the current quantum computing resources.

Once the pertinent attributes of the backend quantum resources have been obtained, the Quantum
Resource Manager will encapsulate them. Subsequently, all quantum computers will be encapsulated into
a unified form, and the requisite interfaces will be provided for utilization by the upper layers. The unified
interface encapsulation has the potential to streamline the development process for developers, enhance
cross-platform compatibility, and facilitate maintenance. Over time, it could contribute to the establishment
of industry standards and interoperability, stimulate the advancement and implementation of quantum com-
puting technology, facilitate integration and sharing of quantum computing resources from diverse vendors
and organizations, and accelerate the development and growth of the quantum computing ecosystem.

4.2 Quantum Resource Mapper

The principal objective of the Quantum Resource Mapper is to virtualize the underlying quantum
resources. At this juncture, the quantum cloud remains the principal avenue for accessing quantum
computers. The quantum cloud offers a range of backend resources with varying attributes, necessitating a
meticulous selection process on the part of the user to identify the optimal resources for their intended task.
Nevertheless, at present, users are unable to readily ascertain the attributes of quantum resources and their
respective queuing information, which consequently imposes an additional burden on users when utilizing
them. In order to address this issue, we propose the Quantum Resource Mapper. The Quantum Resource
Mapper virtualizes all available computing resources accessed via the Quantum Resource Manager, creating
a unified resource pool. Each resource retains its original topology and qubit attributes, enabling unified
management and intuitive display of all quantum resources. This addresses the shortcomings of the existing
quantum cloud. As a consequence of the unification of interfaces across all quantum resources, it is now
straightforward to obtain a range of information pertaining to the underlying quantum resources.

Specifically, at the topology level, all available quantum computing and qubit resources are integrated, as
shown in Fig. 2a. Four quantum backends, labelled A, B, C, and D, are connected to the Quantum Resource
Manager. Backends A and B are quantum computers, respectively, containing a 5-qubit QPU and a 6-qubit
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QPU, and both function normally. Backend C is a quantum computer containing 8-8-qubit QPU, which is
currently unavailable for various reasons, including device maintenance and calibration. Quantum computer
D contains a 7-qubit QPU, but some of its qubits are unusable. The integration situation is illustrated
in Fig. 2b. Quantum computing resources that are operational are incorporated directly into the resource
pool. Conversely, those that are not available are also excluded. In the case of quantum computing resources
with some unavailable qubits, a threshold is applied. If the number of available qubits exceeds half of the
total number of qubits in the QPU, the available qubits are included in the resource pool. Conversely, if the
number of available qubits is less than half of the total number of qubits in the QPU, the QPU is excluded
from the resource pool. The configuration in question offers three advantages.

0000 000

QPU A QPU B
8:%:8:8
QPU C QPU D Resource Pool
(a) QPU Resources (b) QPU Resource Pool

Figure 2: QPU mapping

1. Improved resource utilization: if a quantum computer has a substantial number of unavailable qubits,
its effective computing power will be significantly constrained. By excluding them from the resource pool, it
is possible to ensure that only those quantum computers with a high number of effective qubits are used for
computational tasks, thus improving resource utilization.

2. Optimizing task scheduling: Insufficient usable qubits can lead to inefficiency or failure in performing
certain specific tasks. The process of task scheduling can be simplified by excluding these quantum com-
puters, thus ensuring that tasks are assigned to the most suitable quantum computers for execution and
improving overall task execution efficiency.

3. Enhancing the reliability of task execution: Unavailable qubits may usually be caused by hardware
failures, ambient noise, calibration errors, and so on. The positional relationship between these unavailable
qubits and other elements in the topology will have a significant impact on the compilation effect, which
in turn will affect the execution of the quantum algorithm and the accuracy of the results. The exclusion
of quantum computers with more than half of their available qubits unavailable reduces the incidence of
compilation failures and errors due to hardware problems, thereby enhancing the reliability of task execution.

The Quantum Resource Mapper integrates the quantum devices of quantum cloud service providers into
a unified pool of resources, thereby creating an architectural framework that optimizes resource allocation
and scheduling on a global scale. This ensures that each quantum task is allocated the requisite resources and
that the overall utilization of resources is maximized. Furthermore, this architectural approach enhances the
compatibility and scalability of the quantum cloud as a whole, while simplifying the process for users, who
can easily submit tasks, view results, and analyze data without having to delve into the underlying details of
the quantum computer.
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4.3 Quantum Resource Allocator

The Quantum Resource Allocator decides how to use the quantum resources in the pool for each
circuit. The current quantum resource allocation schemes are essentially based on the user’s experience when
selecting the backend. However, it is important to recognize that the chosen quantum backend may not
necessarily represent the optimal solution. The first issue is the queuing problem, whereby users are unable
to directly access the backend quantum resource queuing situation. This results in significant discrepancies
in the demand for each quantum chip and the queuing time for different quantum resources. IBM, for
instance, has a median queuing time of 60 min for its quantum cloud, which is relatively lengthy [30].
Furthermore, the discrepancy in demand between different quantum chips can reach 100 times, resulting in a
significant proportion of computing resources being underutilized. Secondly, there is the issue of optimizing
the selection of qubits. The existing quantum cloud does not perform global quantum resource management.
Consequently, the existing resource allocation is based on the specified backend, which is not an optimal
solution for the whole quantum cloud resource.

To solve these problems, the Quantum Resource Manager’s resource pool is employed to optimize
the global resource allocation in accordance with the quantum cloud resources. First, the resource pool
topology and qubit attributes of the entire quantum cloud are obtained from the Quantum Resource Mapper.
Thereafter, the improved community detection algorithm is employed to create the hierarchical forest,
wherein each tree represents a backend quantum resource, the leaf nodes on each tree represent specific
physical qubits, and the internal nodes represent the set of nodes, i.e., the community, that is discovered
each time. Subsequently, the initial allocation of available areas is determined based on the aforementioned
hierarchical tree creation process.

The community detection algorithm is a method for identifying densely connected subgroups within
a network or graph. Its objective is to partition the nodes in a network into subsets, such that nodes within
the same subset exhibit a high connection density and a low connection density between different subsets.
This partitioning can facilitate an understanding of the network’s structure and function, the identification
of potential key nodes, and the discovery of potential community structures.

A number of community discovery algorithms have been developed, but there is still scope for improve-
ment in terms of efficiency. Therefore, this paper, proposes a new scheme for constructing hierarchical forests
based on the FN greedy community detection algorithm. This algorithm is a greedy clustering algorithm that
clusters the modularity degree Q. The bottom-up approach is primarily employed, whereby the modularity
gain (AQ) is calculated after the qubit nodes are connected to the edges. The two communities that have
experienced the greatest modularity gain are selected for merging at each iteration, and the symmetric matrix
e is updated accordingly. The time complexity of this process is O(m + n), which requires at most n —1
iterations. Consequently, the overall time complexity of the algorithm is O((m + n)n). In the context of a
sparse graph, the time complexity is characterized as O(n?). The process of merging can be represented by
a tree diagram, and the largest value of Q is then selected as the final community division.

It is important to note that, at the commencement of the algorithm, the qubit nodes are initialized. Each
node, or qubit, is regarded as an autonomous community, comprising all the leaf nodes in the hierarchical
forest. For each node, the modularity is calculated both with and without the node being moved to a
neighbouring community, Q (Q = ¥; e;; — a%, in which e;; is the fraction of within-group edges in group
i, and a; is the fraction of all edges associated with vertices in group i). The node that has undergone the
most significant increase in modularity is identified using the gain function. This node is then moved to
a neighbouring community for merging, to maximize the modularity. The gain function can be expressed
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mathematically as follows:
R= Qmerged - Qorigin + Kwiwaws €]

An elevated value signifies a more appropriate partition. The origin denotes the modularity of the
newly formed partition after the merging of the two communities and the original partition, respectively. K
denotes the weight factor, w; signifies the two-qubit gate fidelity, w, represents the mean of the commonly
utilized single-qubit gate fidelity, and w3 denotes the average reliability of readout operation. In the case of a
weight of zero, the algorithm reduces to the original FN algorithm, which is community discovery based on
quantum resource topology alone. As the weight value increases, the community discovery process becomes
increasingly dependent on the attributes of qubits. Consequently, qubits exhibiting superior attributes are
more likely to be incorporated into the same community.

The computation of modularity gains and merging between communities must be performed repeatedly,
with iterations until no further modularity gains can be identified. The process will yield n hierarchical
trees. It is important to note that each internal node, or community, in the hierarchical tree is connected in
the quantum resource topology. This is in accordance with the connectivity of the qubits required for the
operation of the quantum circuit.

Following the acquisition of the hierarchical forest, the necessary quantum resource can be ascertained
by means of the qubit number of the circuit and the order in which the forest was created. As demonstrated
in Fig. 3, Fig. 3a, the quantum resources contained within the quantum backend are illustrated, while Fig. 3b
depicts the created hierarchical forest. In the present case, the circuit under consideration necessitates the
allocation of resources, comprising three qubits. The identification of the requisite quantum resource layer
is conducted sequentially, in accordance with the creation order. It is concluded that the optimal quantum
resources are 1, 2, and 5 qubits in quantum resource A. This method facilitates the reasonable allocation of
all available resources within the quantum cloud.

Wy =992% w,=995% W, =99.6% Wy =99.8%
Wy =973% w;=99.0% w;=979% w;=967%

{12,345} {6,789}

{1,2,34,5} {6,7,8,9}

QPU A =

Wy =99.6% w,=994% w,=99.6% w,=995%
Wy =97.0% w,=988% w,=98.6% w,=973%
W, = 98.0% o w, = 97.19% 1 = 98.2%

QPUB
(a) QPU Resources (b) Hierarchical Forest

Figure 3: Hierarchical forest establishment

4.4 Quantum Mapping Optimizer

After the pre-allocation of qubit regions for the present circuit by the Quantum Resource Allocator, the
sub-topology constituted by these qubits and the associated qubit attributes is transmitted to the Quantum
Mapping Optimizer. The latter then completes the mapping of the circuit on the sub-topology. The objective
of this study is to construct a circuit comprising multiple qubit gates between physically connected qubits. In
this paper, the SABRE heuristic scheme is utilized. A partitioned fidelity scoring metric has been constructed,
taking single-qubit gate fidelity, two-qubit gate fidelity, and measurement fidelity as the key characteristics
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of qubit operations in the quantum backend. The metric is demonstrated in Eq. (2):

SCORE = W;D + W,S + WsM (2)

D denotes the two-qubit gate fidelity, S represents the single-qubit gate fidelity, M stands for the
measurement fidelity, and W is the weight factor—with the total of the three equaling 1. The presented
heuristic mapping algorithm employs the count of two-qubit gates as a primary feature for scheduling tasks.
Circuits with more two-qubit gates are prioritized for allocation to the highest-fidelity physical qubit pairs.
This approach leverages pre-calibrated backend properties and known circuit characteristics, effectively
balancing scheduling efficiency with user-defined fairness.

Whilst the optimization of circuits is not the primary objective of this paper, the Quantum Mapping
Optimizer is an essential component of the computational framework that is proposed. In contradistinction
to prior optimizations that were compiled, the present requirement is to perform optimization with quantum
resources that are allocated by the Quantum Resource Allocator.

Once the circuit mapping has been completed, the quantum resources occupied by the mapped
circuits are used as the resources required for the creation of the virtual QPU. This is then sent to the
backend to complete the execution of the circuit after creation. Concurrently, the Quantum Resource
Mapper is informed of the occupied resources, and the mapper sets the occupied qubits to the occupied
state. Furthermore, a physical buffer scheme is employed with the objective of enhancing the fidelity. It is
observed that crosstalk is significantly more pronounced between neighboring qubits than between qubits
with multi-hop spacing. Consequently, the n-hop qubits situated in the vicinity of the occupied qubit that
has been returned to the mapper are simultaneously placed in the occupied state. While this results in a
slight reduction in throughput, it also enhances fidelity. Upon completion of the circuit execution by the
quantum backend and the subsequent return of the result, the Quantum Resource Mapper releases the
occupied quantum resources to the resource pool, thereby enabling their utilization for the next circuit
resource allocation.

5 Evaluation

This section presents an evaluation of the proposed virtualization strategy, based on throughput,
fidelity, task duration time, and under different loads. Throughput and fidelity are evaluated using a
simulated quantum cloud environment constructed by IBM, which represents a snapshot of the actual
machine. Additionally, the system load is modelled by an internal queuing model that interacts with the
aforementioned virtual QPU strategy.

5.1 Methodology
5.1.1 Metrics

In order to provide a comprehensive assessment of the effectiveness of the proposed framework, three
distinct evaluation metrics are adopted, each of which targets a key performance dimension. Firstly, the Trial
Reduction Factor (TRF) [34] is a metric that quantifies the ratio between the number of trials required for
standalone quantum circuit execution and those needed for concurrent execution. Specifically, this metric is
utilized to gauge the throughput of individual quantum backends, while the average TRF across all backends
facilitates the evaluation of the overall quantum cloud throughput. Secondly, the Probability of a Successtul
Trial (PST) [35] is defined as the proportion of trials that yield expected results relative to the total number
of trials. This metric is employed to assess the fidelity of quantum backends within the quantum cloud
environment. Thirdly, the User Waiting Time Improvement Percentage (TIP) is a dedicated metric designed
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to determine the reduction ratio of the optimised or accelerated time compared to the baseline time. In
this formula, T y¢imize denotes the optimised time and T, represents the baseline time. The calculation
formula is as follows:

TOptimize

TIP = (1 ) x 100% 3)

Base

5.1.2 Dataset

The dataset has been meticulously curated from existing works (RevLib [36], QASM-Bench [37],
Quiper [37]), encompassing quantum algorithms across optimization, simulation, and general quantum
computing—with varied qubit counts and gate depths. A total of 1000 diverse circuits model user inputs
for paradigm assessment, and 50 are selected for fidelity evaluation. These benchmarks, which have a broad
application, feature a wide distribution of qubits: 130 circuits (1-5 qubits), 180 circuits (6-10 qubits), 180
circuits (11-15 qubits), 180 circuits (16-20 qubits), 180 circuits (21-25 qubits), 100 circuits (26-30 qubits), 50
circuits (>30 qubits). The average number of qubits required is 16.23.

5.1.3 Evaluation Comparisons

The VQPU’s overall performance metrics is evaluated through comparative analysis with two baseline
schemes, each designed with distinct core objectives. The initial approach is a “Load-Balancing” strategy, in
which tasks are allocated exclusively to suitable quantum backends with main target of optimizing the level
of fidelity of user-submitted quantum circuit designs. It is important to note that this scheme lacks sufficient
consideration for quantum cloud throughput and overlooks the parallelization techniques required during
backend selection and task mapping processes. Conversely, the second baseline employs parallel execution
techniques with a core focus on minimizing user waiting time. This is pursued without regard for other
critical performance metrics, such as circuit fidelity. This methodology is formally designated as the “Multi-
Programming” approach.

5.1.4 Quantum Cloud Simulation Infrastructure

In order to validate the proposed quantum resource virtualisation strategy, a simulated quantum cloud
environment was constructed for the purpose of simulating the provision of quantum computing cloud
services. Specifically, the IBM Qiskit [38] Simulator and the IBM Quantum Backend Device Model were
utilised to simulate quantum computing resources, with 10 backends selected: “Vigo” (5 qubits), “Guadalupe”
(16 qubits), “Tokyo” (20 qubits), “Boeblingen” (20 qubits), “Toronto” (27 qubits), “Montreal” (27 qubits),
“Cambridge” (28 qubits), “Rochester” (53 qubits), “Manhattan” (65 qubits), and “Washington” (127 qubits).
Further information about these backends can be found on the IBM Quantum Systems website [13]. It is
important to note that, in the physical system, the circuit runtime is primarily determined by the number of
times the circuit is executed. In order to ensure an accurate replication of the aforementioned scenario, the
circuit was modelled in the scheduling experiments based on its actual runtime. This is imperative for the
successful completion of experiments investigating the waiting time and qubit time occupancy of the QPU.

5.1.5 Experimental Hyperparameter Setting

In this section, we introduce hyperparameter tuning. First, the weighting factor K is defined as the initial
parameter, governing the relative significance of topology and qubit characteristics in quantum resource
allocation, and is set to 0.8 herein. Within the mapping optimization algorithm, the parameter W is assigned
distinct values for W;, W, and W, —specifically 0.4, 0.3, and 0.3, respectively—to guarantee rational physical
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qubit mapping. The physical isolation hop count, denoted as n, is fixed at 1, as this setting yields optimal
performance while minimizing qubit wastage. Additionally, qubits with a fidelity score below 0.95 are
excluded from the experimental setup.

5.2 Experimental Results
5.2.1 Throughput Evaluation

The majority of extant quantum backends in quantum cloud environments are experiencing overloaded
queuing circuits. Consequently, the efficacy of the proposed architectural design is initially verified under
conditions of high load. In order to validate the proposed framework, 1000 quantum circuits are arbitrarily
inputted, and a total of 50 independent experiments are carried out. Fig. 4 illustrates the mean scheduling
of each backend. It has been observed that the number of tasks executed by different backends varies. It
is evident that the number of qubits in the backend directly correlates with the number of quantum tasks
assigned for execution. The lowest number of tasks executed on the “Vigo” system can be attributed to the
fact that it has a limited number of qubits, with an average of 16.23 qubits per dataset. The “Washington”
backend is responsible for the management of the highest volume of tasks, a consequence of its 127 qubits
capacity which facilitates the support of most circuits within the dataset.

300
250
L 200

=
£ 150

=

100

“all "l
lI b

\\>Q **0 o"oe'o

o

Q,\)% o %\° (,®® Q\o

Quantum Machine
Figure 4: Distribution of quantum circuits in each backend

Fig. 5 presents the average TRF of the 10 quantum backends post-scheduling via the proposed frame-
work, derived from 50 experimental trials. Notably, the framework demonstrates the capability to more than
double the throughput of the quantum cloud.

The variation trend of the TRF is consistent with that of the number of running tasks, with both
metrics increasing as the qubit count of the backend grows. It is noteworthy that the “Vigo” and “Guadalupe”
backends exhibit qubit counts that are below the average qubit number of circuits in the experimental dataset.
This limitation restricts their capacity to execute circuits concurrently, resulting in a TRF of approximately
1. In contrast, backends with a higher qubit count (e.g., “Washington”) demonstrate a TRF enhancement of
over fivefold. This is due to the fact that an increased number of qubits enables a greater number of quantum
circuits to be run in parallel, thereby boosting overall throughput. Furthermore, minor discrepancies in
TREF are observed between backends with the same qubit count, specifically “Toronto” and “Montreal.” This
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phenomenon can be attributed to the fact that TRF is influenced both by task queue order and by the

backend’s qubit topology and individual qubit quality.
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Figure 5: Throughput for each quantum backend and quantum cloud

5.2.2 Task Implementation Evaluation

In order to verify the continuity of task implementation, we plot the task execution time of one of the
experiments as a Gantt chart. The results of the experiment are presented in Figs. 6 and 7. Fig. 6 illustrates
the Gantt chart of the overall task execution of the quantum cloud platform, whereas Fig. 7 depicts the Gantt

chart of the task execution assigned to each backend.
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Figure 6: Gantt chart of the execution time
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Figure 7: Gantt chart of circuit execution time of each backend

As illustrated in Fig. 6, throughout the execution of one thousand quantum tasks, there is no interrup-
tion in the overall process, with all tasks queued for execution in an orderly manner. During the queuing
process, the current task will filter out the appropriate qubits from the available set and, if no suitable qubits
are identified, the task will await the completion of the executing quantum task, which will then release the
required qubit resources. And as can be seen in Fig. 7, the majority of quantum backend tasks demonstrate
satisfactory continuity of execution. Nevertheless, there are occasions when the “Vigo” and “Guadalupe”
processes are subject to disruption. This is attributed to the limited qubit resources available to them. When
a substantial number of tasks with extensive qubit requirements are queued, they are unable to generate
virtual QPUs in the backends. As a result, they are only capable of remaining idle and awaiting the entry of
executable circuits into the queue.

In order to verify the quantum resource occupancy when the virtual QPU is created, a count is made
of the number of times each quantum backend is occupied during the execution of one thousand quantum
tasks. The resulting data is presented in Fig. 8, which shows the top ten qubits occupied by each backend.
It can be seen that, except for “Vigo” and “Guadalupe”, which have a number of qubits much less than the
average value, there is not a significant difference in the number of times the rest of the quantum backends
are occupied in the top ten positions. This also serves to demonstrate that the VQPU scheme is capable of
distributing disparate tasks to varying quantum resources in a manner that is more balanced and equitable,
exhibiting the desired load-balancing capability. Furthermore, the occupancy of qubits on different quantum
backends varies, which is attributable to the topology and quality of the qubits on the quantum chip.

5.2.3 Comparative Analysis with Baselines

To verity the effectiveness of the presented paradigm, a comparative analysis is conducted against
two distinct scheduling schemes under different load conditions. As illustrated in Fig. 9, the TIP of the
VQPU scheme and the Multi-programming scheme are compared to the baseline Load-Balancing scheme
for 1000 quantum tasks under different loads. It is evident that under high loads, both schemes demonstrate
a significant improvement; however, the VQPU scheme exhibits a greater enhancement. This is attributable
to the asynchronous execution of VQPU, a feature that obviates the necessity for the user to wait for the com-
pletion of the preceding task when there are idle qubits on the quantum computing device. Under medium
load, both optimization schemes also improve, but it can be seen that the VQPU scheme improves more
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significantly compared to the Multi-programming scheme, which is because the asynchronous execution
of VQPU is more effective under medium load. As the load diminishes, the parallel execution capability
of Multi-programming and VQPU also declines, thereby facilitating an escalating number of tasks to be
executed individually.
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Figure 9: Time improvement percentage for different optimization frameworks

It is imperative to emphasize that, despite the improvement of the TIP in the Multi-programming
scheme, the characteristic of sharing the quantum backend temporally results in an increase in user waiting
time. As illustrated in Fig. 10, which presents the Gantt charts of ten specific task executions, our proposed
scheme Fig. 10a is capable of compilation and execution as soon as there are resources in the resource pool to
satisfy the execution of the currently waiting circuit. In contrast, the Multi-programming scheme, Fig. 10b,
necessitates a wait for the completion of the previous circuit, which evidently increases the user’s waiting
time. The difference is shown in yellow in Fig. 10c.

For the fidelity evaluation, we further compare our proposed VQPU using 2 disparate baseline schedul-
ing schemes across different load conditions. To enhance the efficiency of the simulations, we have selected
50 circuits from the initial 1000 for the fidelity experiments.
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Figure 10: Difference between the two frameworks in terms of user waiting time

Fig. 11a illustrates the average fidelity of each scheme after a sequence of circuits is executed on the
simulated quantum cloud system under high-load circumstances. As can be observed, the load-balanced
scheme demonstrates superior performance under high load conditions, attributable to its reduced inter-
qubit crosstalk in comparison to the remaining two schemes with concurrent execution. In contrast, the
Multi-programming scheme exhibits slightly reduced fidelity compared to the proposed scheme, primarily
due to the discrepancy in the number of gates across different circuits when executing multiple circuits
in parallel. In the case of Multi-programming parallel execution, the circuit with the smaller number of
gates must await the completion of the circuit with the greater number of gates, which results in increased
interference to the circuit with the fewer gates and a subsequent reduction in fidelity.
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Figure 11: Comparison of task fidelity for different frameworks

The results of the fidelity experiments conducted under medium load are presented in Fig. 11b. In
general, the discrepancy in fidelity between the three schemes is diminished, which is attributable to the
reduction in the number of circuits executing in parallel and the concomitant increase in the probability of
executing them individually under medium load. This results in a decrease in inter-qubit crosstalk. As the
load is further reduced, both parallel execution schemes gradually degrade to separate execution, resulting
in a fidelity that is identical to that illustrated in Fig. 1lc. Notwithstanding the reduction in fidelity of the
VQPU scheme in comparison to a single execution under high loads, the advantages in terms of enhanced
execution efficiency and quantum cloud throughput are considerable.
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5.2.4 Load Influence

To explore the influence of the proposed VQPU scheme on the quantum cloud throughput under
varying loads, we have conducted a series of analytical experiments. Specifically, we conducted simulations
in which users submitted tasks by inputting 1000 quantum tasks into the user waiting queue at varying
frequencies. Fig. 12 illustrates the evolution of the quantum cloud and its time-dependent response functions
(TRFs) for each backend with varying input time intervals under different loads. Overall, the TRF of the
quantum cloud demonstrates a diminution with an increase in the input time interval. The “Washington”
backend displays the most pronounced decline in slope, which can be attributed to its larger qubit count.
As a result, the reduction in parallel policy implementation is more pronounced as the interval increases.
Conversely, Vigos throughput remains constant, as its smaller number of qubits precludes the possibility of
parallel execution of multiple circuits.
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Figure 12: Throughput vs. user input intervals

Furthermore, an investigation was conducted to ascertain the relationship between load and the number
of tasks executed by the quantum backend. The experimental results are presented in Fig. 13, which illustrates
that the trend of the number of tasks exhibits significant variation among different quantum backends. In
particular, the number of tasks performed by certain quantum backends is observed to decrease as the load
decreases. This is exemplified by the “Washington” quantum backend, which includes some qubits of inferior
quality. These are selected for use with the intention of increasing the system throughput when the load is
high. However, as the load decreases, the probability of these qubits being selected decreases significantly,
resulting in a corresponding decrease in the number of tasks. Conversely, if the qubits are of high quality,
such as “Tokyo’, their probability of selection rises as the load declines.

At high loads, the system is unable to accommodate additional tasks. Nevertheless, at low loads, an
increase in the time interval between tasks, as specified by the user, allows for the execution of a greater
number of tasks.
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5.2.5 Superparameter Influence

In order to verify the effect of K value and circuit fidelity, the K value was set to different values between
0 and 1, and then fidelity experiments were conducted for 100 circuits under low load. The rationale behind
choosing a low load is to have sufficient qubits for selection in order to reflect the difference in different K
values. The results are displayed in Fig. 14. It is evident that the circuits exhibit optimal fidelity when K is set
to 0.7/0.8. When k = 0, qubit selection considers only topology, while bit properties gradually dominate as
K increases.
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Furthermore, supplementary experiments were performed to validate the impact of physical bufters
on fidelity. These tests involved parallel-implemented circuits configured with varying numbers of physical
isolation hops, and their results were contrasted with those of circuits executed in a standalone manner. The
outcomes of these experiments are presented in Fig. 15. In the absence of physical buffers (i.e., n = 0), the
fidelity is at its lowest. However, when n is 1 or 2, a substantial enhancement in fidelity is observed, with no
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substantial discrepancy observed when compared to execution alone. Consequently, it is typically configured
to 1 during the scheduling process, to optimize system throughput without compromising fidelity.
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Figure 15: Physical buffer size n and fidelity

6 Conclusion

The present paper puts forward a fresh quantum computing paradigm, Virtual QPU (VQPU), for
quantum cloud environments. The objective is twofold: firstly, to facilitate the efficient management of
quantum resources and secondly, to enhance the user experience. VQPU automates the entire process,
thereby allowing users to submit quantum tasks without having to consider the availability and load of
the backend hardware. The proposed framework is predicated on the user’s input to create a virtual QPU
that is tailored to the specific task in use. The compilation of circuits is then completed and submitted for
execution on the aforementioned virtual QPU. Moreover, the architecture in question decouples qubits, thus
allowing for the asynchronous execution of user-submitted circuits. This, in turn, enhances the flexibility
of the quantum cloud. The VQPU oversees a unified backend, thereby alleviating the burden on users
and improving the performance of the quantum cloud. The effectiveness of VQPU in managing quantum
tasks and backend resources is validated through experimentation, thereby providing a foundation for more
complex quantum cloud scheduling efforts. In the future, optimizations will be carried out for the VQPU,
specifically including the following: firstly, upgrading the scheduling algorithm, such as introducing Al to
predict load to achieve dynamic resource allocation; secondly, improving the mapping algorithm to enhance
qubit utilization and reduce gate error rates; simultaneously, strengthening the security protection system
to ensure user data security; in addition, perfecting the fair scheduling mechanism and designing a multi-
user task priority allocation strategy. It is anticipated that these optimizations will enhance the performance,
security, and reliability of the VQPU in the quantum cloud environment.
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