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ABSTRACT: Traditional anomaly detection methods often assume that data points are independent or exhibit
regularly structured relationships, as in Euclidean data such as time series or image grids. However, real-world data
frequently involve irregular, interconnected structures, requiring a shift toward non-Euclidean approaches. This study
introduces a novel anomaly detection framework designed to handle non-Euclidean data by modeling transactions
as graph signals. By leveraging graph convolution filters, we extract meaningful connection strengths that capture
relational dependencies often overlooked in traditional methods. Utilizing the Graph Convolutional Networks (GCN)
framework, we integrate graph-based embeddings with conventional anomaly detection models, enhancing perfor-
mance through relational insights. Our method is validated on European credit card transaction data, demonstrating its
effectiveness in detecting fraudulent transactions, particularly those with subtle patterns that evade traditional, amount-
based detection techniques. The results highlight the advantages of incorporating temporal and structural dependencies
into fraud detection, showcasing the robustness and applicability of our approach in complex, real-world scenarios.

KEYWORDS: Anomaly detection; credit card transactions; fraud detection; graph convolutional networks;
non-euclidean data

1 Introduction

Credit card transactions are on the rise, driven by the convenience of digital payment methods and the
rapid growth of e-commerce. However, with the increase in credit card transactions, fraudulent activities
have also become more frequent. According to the Nilson Report (January 2025), global card fraud losses
reached $33.83 billion in 2023, and cumulative losses are projected to reach $403.88 billion over the next
decade [1]. Fraudulent transactions cause significant economic losses to financial institutions and consumers,
highlighting the critical need for reliable detection methods.

Traditional methods for detecting credit card fraud typically focus on large transactions at specific
merchants during certain times. For instance, instead of looking for fraud on a per-customer basis, these
methods concentrate on big purchases at major retailers or transactions involving large sums of money [2].
This approach treats each transaction separately when checking for fraud. This implies that each transaction
is assessed independently for potential fraudulent activity.

In contrast, this study explores the analysis of fraudulent transactions under the assumption that trans-
actions are not independent. By considering the dependencies among transactions, this study aims to identify
fraudulent activities through their connections. This approach recognizes that fraudulent transactions often
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exhibit patterns and relationships that can be more effectively detected when analyzed together. This concept
is illustrated in Fig. 1.
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Figure 1: Transaction occurrences over time for customer Steven Johnson. Data source: Kaggle simulated credit
card transaction dataset (see Section 3 for details). The x-axis represents transaction time and the y-axis represents
transaction amount. Red dots indicate legitimate transactions, and blue dots indicate fraudulent transactions. The lower
panel zooms into October 7-20 to highlight the temporal clustering of fraudulent transactions

Fig. 1 shows how transactions happen over time and the amounts involved in each transaction. The term
‘amount’ refers to how much money was spent in a transaction. In this figure, 12 fraudulent transactions are
linked to an individual named Steven, showing that these transactions happened close to each other in time.
It is clear that the amounts in these fraudulent transactions are generally higher than those in legitimate ones.
When we look closely at the periods when these fraudulent transactions happened (as seen in the zoomed-in
section of Fig. 1), we can see that these fraudulent transactions occurred one after another. The goal of this
analysis is to use the timing of transactions to identify fraud by looking at how these fraudulent activities are
connected over time.

As discussed earlier, many existing methods for detecting fraud rely heavily on the amounts of the
transactions. They often identify transactions as suspicious if they involve unusually large amounts of money.
Simply put, if a person who usually spends about $30 suddenly makes a $1000 transaction, it is likely to be
considered fraudulent. This reliance on transaction amounts is evident when examining the distribution of
transaction values in the data.

This approach may seem efficient but it is not foolproof. For example, in Fig. 1, the sixth fraudulent
transaction has a very small amount, making it difficult to predict it as a fraudulent transaction. How
can we identify such a transaction as fraudulent? One might think we should determine its fraudulent
nature using other explanatory variables (excluding the amount), but this is often impractical with real data.
This is because the sixth fraudulent transaction is very close in time to the fifth and seventh fraudulent
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transactions, and therefore, due to the nature of the data, other variables (such as store information or
customer characteristics like age and gender) cannot show significant differences.

In fact, we can intuitively infer that the sixth transaction is fraudulent, even though it has a small amount,
because all the surrounding transactions are also fraudulent. For the sixth transaction to be legitimate, it
would require an unlikely scenario where a user loses their credit card, quickly finds it to make a legitimate
transaction, and then loses it again shortly after. This is not a realistic situation. It makes more sense to
assume that transactions occurring close together in time are either all fraudulent or all legitimate. Therefore,
analyzing the data as a time series is a more effective approach.

We could interpret and analyze the given data as a time series. However, applying typical time series
analysis methods is not easy. This is because many traditional statistical methods for time series, such as
autoregressive integrated moving average (ARIMA) and autoregressive with exogenous variables (ARX),
and techniques using recurrent networks, such as recurrent neural networks (RNN) and long short-term
memory networks (LSTM) [3], both assume that the observations are made at equally spaced intervals. In
other words, they assume that the data points are uniformly distributed over time. However, the transition
times in our data are not equally spaced.

For example, in Fig. 1,let’slook at the time intervals between transactions. The time gap between the first
fraudulent transaction and the immediately preceding legitimate transaction is longer than the gap between
the first and the second fraudulent transactions. This means the first fraudulent transaction happened closer
in time to the second fraudulent transaction than to the previous legitimate transaction. Therefore, when
predicting the value of the first fraudulent transaction, it makes more sense to consider the next transaction
rather than the previous one. This shows that the data points are not spaced uniformly over time, violating
the equally-spaced observation assumption underlying most temporal models.

To represent these irregular connections between observations, we reframe the indices of the given data
asagraph G = (V, E, W). In this graph, V is the set of nodes, and E is the set of edges connecting these nodes.
W is an n x n matrix, where 7 is the number of nodes in V. Each entry W; j in W represents the weight,
indicating the strength or importance of the connection between node i and node j.

In our dataset, V represents the indices of the observations. Edges (E) exist between transactions made
with the same credit card, meaning transactions from different credit cards are not connected by edges.
Additionally, the weight (W;;) of each edge in W is higher when the transactions occur closer in time,
showing stronger connections for transactions that happen close together.

Building on this structure, this study posits that utilizing temporal dependency, which reveals interre-
lations based on transaction timing, will be highly effective for analyzing fraudulent transactions, even if the
transaction amounts differ from the average.

Inspired by the characteristics of credit card transaction data, this study proposes a novel integrated
framework that models data with irregular time intervals as a graph structure and extracts embeddings
using graph convolution operations. Specifically, we encode temporal proximity between transactions as
edge weights in a graph, aggregate information from neighboring transactions through graph convolution
to generate embeddings for each transaction, and use these embeddings as input features for conventional
classification models. The main contributions of this study are as follows. First, we propose an efficient non-
Euclidean embedding method that can effectively represent transaction data with irregular time intervals
(Section 4). Second, we demonstrate that the proposed method achieves stable performance improvements
across various experimental settings, thereby establishing its robustness (Section 5). Third, we statistically
analyze and validate the effectiveness of the proposed embedding on credit card fraud detection performance
(Section 6).
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2 Related Works

This section reviews existing research on credit card fraud transaction detection. Related work can be
categorized from four main perspectives: (1) data imbalance problem with tabular models, (2) research con-
sidering non-independence among transactions (customer-merchant relationships), (3) research leveraging
temporal dependencies, and (4) other techniques.

Credit card fraud involves highly imbalanced data. Various machine learning techniques have been
studied to handle this imbalanced data [4-6]. There are numerous studies on addressing data imbalance,
ranging from simple oversampling and undersampling methods to advanced online fraud detection systems
that have demonstrated efficiency in dealing with large-scale imbalanced data, such as the research by
Wei et al. [7]. Recent studies have specifically focused on addressing the extreme class imbalance in fraud
detection. Tayebi and El Kafhali [8,9] proposed deep learning approaches including autoencoders and
generative models to effectively handle imbalanced fraud datasets.

Meanwhile, research considering non-independence among transactions has been conducted. A
common approach to model relationships between customers and merchants in financial networks is to
use bipartite or tripartite graphs [10-12]. In the bipartite formulation, nodes represent cardholders and
merchants, and edges represent transactional relationships between them. A critical characteristic of this
approach is transaction aggregation: multiple transactions between the same cardholder-merchant pair
are combined into a single edge, with edge attributes (such as total amount) aggregated accordingly. The
fraud label is typically assigned as positive if any constituent transaction was fraudulent. Graph embedding
techniques such as Node2Vec [13] are then applied to learn node representations, which are subsequently
used for edge classification [14]. The tripartite extension introduces transaction nodes as intermediate
entities, partially preserving transaction-level information while maintaining the relational structure [15].
More recent work has explored heterogeneous graph representations incorporating multiple node types.
Wang et al. [16] proposed a heterogeneous graph auto-encoder that captures relationships between card-
holders, merchants, and transactions. While these graph-based approaches consider non-Euclidean data
structures similar to our method, they focus on structural connectivity rather than temporal proximity
between transactions.

There are also studies that leverage temporal dependencies in transactions. Sequence-based approaches
treat each customer’s transaction history as a time series and learn sequential patterns for fraud prediction.
LSTM-based approaches include Benchaji et al. [17], who proposed an LSTM-based fraud detection model,
and Alarfaj et al. [18], who combined attention mechanisms with LSTM for enhanced detection. For
Transformer architectures, Yu et al. [19] applied an advanced Transformer model to credit card fraud
detection, demonstrating superior performance over traditional machine learning techniques.

Research combining temporal dependencies with graph structures has also been conducted. Studies on
fraud detection techniques based on Graph Convolutional Networks (GCN) [20] are actively progressing.
Dynamic graph neural networks, such as DySAT [21] and ROLAND [22], extend static Graph Neural
Networks (GNNs) by allowing graph structure and node embeddings to evolve over time. Cheng et al. [23]
developed CaT-GNN, integrating causal inference with temporal graph modeling. While these approaches
effectively capture dynamic patterns, they typically require discrete time snapshots and introduce additional
computational complexity.

Since the characteristics of credit card fraud data are not identical across datasets, various tech-
niques have been developed to fit the specific properties of each data. Wheeler (2000) applied case-based
reasoning in the credit approval process [24], Srivastava (2008) used Hidden Markov Models to learn
normal cardholder behaviors [25], and Sanchez (2009) utilized association rules to extract normal behavior
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patterns [26]. Liu et al. [27] addressed the over-smoothing problem in deep GNNs through high-order graph
representation learning.

Our proposed method differs from existing approaches in several key aspects. First, unlike traditional
tabular methods, our approach explicitly considers connectivity between observations through temporal
proximity and customer information. Second, while bipartite/tripartite graph approaches only model
customer-merchant connectivity without considering temporal relationships, our method simultaneously
incorporates both temporal proximity and customer information. Third, time series methods such as LSTM
and Transformer assume equally-spaced transactions, whereas our method naturally handles irregular time
intervals. Fourth, existing methods combining temporal dependencies with graphs use graph-based models
as the final classifier, considering connectivity across all transactions. In contrast, our method extracts GCN
embeddings as features and feeds them into a tabular classifier. Since the exponential decay function weakens
connection strengths for temporally distant transactions, the non-Euclidean structure is effectively utilized
only for temporally proximate transactions—typically cases where fraud occurs consecutively. This design
improves computational efficiency and facilitates extension to additional variables.

3 Data Description

For the analysis of fraudulent transactions, we faced challenges in accessing real data from financial
institutions like banks due to privacy concerns, as credit card transaction data is pseudonymized to protect
customers’ personal information. Consequently, we used a publicly available dataset from Kaggle' for our
analysis. To apply our graph-based analysis method described in Section 4, we require three essential
components: (i) a temporal variable to identify connectivity between transactions, (ii) customer identifiers to
construct individual transaction graphs, and (iii) node features for the GCN model. We selected this dataset
because it provides all three components: transaction timestamps (t rans_date_and_time), credit card
numbers (cc_num) as customer identifiers, and transaction amounts (amt) as node features.

The dataset comprises 1,048,575 transactions with 22 variables, including 6006 fraudulent cases
(0.573%). Among 943 cardholders, 596 experienced at least one fraud. For our graph-based analysis, we use
transaction timestamps (trans_date_and time) to compute temporal connectivity and transaction
amounts (amt) as node features. Detailed data descriptions and exploratory data analysis are available on
the Kaggle dataset page.

Fig. 2 illustrates transaction graphs for customer Katherine Tucker. Each transaction is represented as
a node, where node size corresponds to transaction amount (X, ), color indicates fraud status (y: blue for
fraud, red for legitimate), and edge thickness represents temporal proximity (W). The weight W;; between
transactions i and j is computed using a Gaussian kernel based on time difference, where values close to 1
indicate temporally adjacent transactions.

The left panel shows a fully connected graph where all transactions are linked. Fraudulent transactions
tend to cluster together temporally, forming tightly connected subgraphs. The right panel retains only edges
between temporally close transactions, providing a sparser structure that highlights the temporal clustering
of fraud.

https://www.kaggle.com/datasets/dermisfit/fraud-transactions-dataset
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Figure 2: Transaction graphs for customer Katherine Tucker. For visualization clarity, only 10 representative transac-
tions are shown from her total of 1250 transactions: 2 fraudulent transactions (blue) occurring on 15 January 2020, and 8
legitimate transactions (red) spanning from 16 March 2019 to 30 December 2019. Node size corresponds to transaction
amount, and edge thickness represents temporal proximity. The left panel shows the full connectivity graph; the right
panel shows the graph with only temporally close edges retained

4 Proposed Method
4.1 General Methodology

Let’s say the given data is X and y, where X is a n x p matrix and yis a vector of length n. Here, y contains
labels, while X is the design matrix necessary for predicting y. Some columns of X can define relationships
between different observations. Let’s denote one of these variables as x;. Here, j is the index of the variable
selected to define relationships between observations. Let W represent the relationships measured between
observations from x; by an appropriate method. In this context, W is an n x n matrix.

Our goal is to predict y by considering both X and Wy, ..., Wy, where ] is the index set of j and
|J| is its cardinality. Since the dimension of W increases with #, it is necessary to reduce the size of W;
appropriately. For this purpose, we use the hidden layer H;Lj ) learned from the graph convolution filter:
HEM) = J(D;l/ZAjD;1/2H§l)®§Z)) for/=0,1,2,...,L; - 1. Here, A; is the adjacency matrix corresponding
to W; and D j is the degree matrix of Aj, G)El) represents the learnable parameters, and o denotes the
activation function. To learn ®§l), we use a loss function similar to the one considered in [20]: £; = L0+

A/L;eg, where L’;eg = o]T.(D i —Aj)o;. o represents the output obtained by linearly transforming H" Ina
typical GCN, the last layer is a graph convolution layer. However, since our goal is to utilize the hidden layer
as a new feature, the final transformation is performed using a standard linear transform instead of a graph
convolution unit. This is to fully embed the connection information of the observations in the penultimate
hidden layer. £° represents the supervised loss with respect to the labeled part of y, and £™8 implies a
constraint that makes values more similar as the relationship between observations increases. HEZ) is the

input for the Ith layer, and H;Hl) is the output. When I = 0, H](O) is defined as X(=/), where X(~/) represents
the set of selected variables from the entire explanatory variable X, explicitly excluding x;. The output of the
final layer is defined as y. Ultimately, an appropriate tabular model Mr,pylar is trained by considering X =
Xo HI(LI) ® HgLZ) o oHD as explanatory variables to fity. Here, ® denotes concatenation. |J| represents

i
the cardinality of the set J, which is the set of variables defining relationships among observations. The



Comput Mater Contin. 2026;87(1):74 7

model Mrypylar can be any tabular classifier, such as XGBoost, LightGBM, etc. Algorithm 1 summarizes
the proposed procedure, and the overall architecture is illustrated in Fig. 3.

Non-Euclidean Feature Extractor ]—>
. e
NomEucli (Ly)
on-Euclidean Feature Extractor @ H ™ X
|:: > . J > | Tabular Model |:: > Output
. jed

Data @
Non-Euclidean Feature Extractor ]—) @

y
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Figure 3: Overall architecture of the proposed framework. Multiple non-Euclidean feature extractors generate graph-
based representations from the input data, which are aggregated and combined with original tabular features. The
resulting features are then fed into a tabular model to produce the final output

Algorithm 1: Graph convolutional network with tabular model

Require: Design matrix X, label vector y, set of indices ] for variables defining relations among observations
1: for each j € ] do
2: Construct W;

3 Define the A and D; for each W

4 Initialize H{* = X(-)

5: for/=0toL;-1do

6 H§l+1) P (D;l/ZAjD;1/2H§l)®§l))

7

end for
8: Update {@?l) :1=0,1,...,L; -1} from £; = L} + AL
9: end for

(Ly)

10: Feature concatenation: X < X & HI(LI) ® HELZ) ®---oH)

11: Train a predictive model Mrpylar using (X,y).

Having established the general framework for graph-augmented feature learning, we now demon-
strate its concrete application to credit card fraud detection. The following subsection specifies the graph
construction, feature definitions, and model configuration tailored to our fraud detection task.

4.2 Application to Fraud Data

In this section, we will describe a model for analyzing fraud data using the methodology proposed in
the previous section. Let the given data be denoted as (X,y). We interpret the given data as a graph. Here,
we assume that the only column capturing the graph structure is trans_date_and_time (thus,|]J| = 1),
and we will refer to it as X ;. Therefore, the relationships in the graph can be summarized by W4, and
our task can be summarized as predicting y using X and W ;pe.

The loss function £ = £° + 1L£™8 is designed as follows. Here, £’ is the Binary Cross-Entropy (BCE)
loss: £° = —% > (yilog(:) + (1-y:)log(1- 7)), where y; is the output of the GCN model. Additionally,
L =9 (Diine — Atine)V = > j Wkeine,i j( yi—y j)z. This term represents a regularization component that
enforces smoothness in the predictions. Specifically, it penalizes the model when the predicted values j;
and y; for two observations that are close in time are significantly different. Here, D ;pc is the degree
matrix, A¢ine is the adjacency matrix, and Wi;ne i; indicates the weight or connection strength between
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N A \2 .
observations i and j. The term ) ; j Wtime,,»j( Pi— yj) ensures that the predictions for closely related
observations (i.e., those with a strong connection in the graph) are similar.

Now, let’s describe in more detail how to compute W ;. To create a weight matrix corresponding to
Xt ime> We consider cc_num because even if transactions are temporally close, if they are made by different
customer numbers, it is correct not to consider their connectivity. Therefore, W i, will have a block-matrix
structure: Weine = diag(Weine,1» Weine 2> - -» Weine, ). Here, I is the set of cc_num. For a fixed i € I,
the (t,s)-th elements of Wiy ; are defined as follows, as used in [28]: Wy ine i(t,5) = exp(=|t — s]*/¢) if
t,s € T;, and 0 otherwise. In this context, T; represents the set of transaction times for the i-th customer.
The parameter ¢ is a positive constant that scales the time difference. A larger value in the exponential
function indicates that the transaction times are closer together. To summarize, the weight matrix Wy ;e
is constructed by considering both the temporal proximity and the customer number. Each block matrix
Wiine,; within Wy, represents the temporal relationships between transactions for a specific customer.
Transactions from different customers are not connected, which is reflected in the block-diagonal structure
of Wtime-

We have configured the architecture as shown in Fig. 4 to obtain the hidden layer.

time

J

‘ 16 x 8 GCN Layer: H(Z). = ReLU(AinoH!}, O

‘ 1 x 16 GCN Layer: HY = ReLU(AtimeHE:OiLe@g.)me) ‘

time time time) ‘

l

‘ 8 x 1 Linear Layer: Sigmoid (H(2> 9(2)

time time) ‘

-1/2

-1/2 . .
timeAtimeD /2 s the normalized

Figure 4: GCN architecture for extracting non-Euclidean features. Here Aiine=D e ime

(0)

adjacency matrix. The input H,? . consists of the transaction amount X,., processed through two GCN layers to

produce an 8-dimensional representation ngi)me

Here H(tgzne consists solely of X,n¢, since amt is the most crucial factor in predicting fraud. A typical

GCN architecture uses an 8 x 1 GCN Layer instead of the final Linear Layer. However, our objective is to

obtain the n x 8 matrix ngl)me
not used for graph construction), so we chose a Linear Layer solely for dimension reduction, sacrificing
()

time-*

for concatenation with the original feature matrix X (which includes variables

prediction performance in order to fully capture non-Euclidean information in H

5 Experiment & Results

We evaluate our proposed graph-augmented approach using six baseline tabular models: NeuralNet
(PyTorch-based MLP), RandomForest [29], ExtraTrees [30], XGBoost [31], LightGBM [32], and Cat-
Boost [33]. The baseline models were trained using AutoGluon-Tabular [34], an automated machine
learning framework.

5.1 Overall Performance Comparison

We conducted comprehensive experiments to evaluate our proposed method against three categories of
approaches: (i) conventional tabular models as baselines, (ii) the same tabular models augmented with GCN
embeddings (our proposed approach), (iii) sequence-based architectures including GRU [35], LSTM with
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attention [36], Transformer-based models [37], and temporal convolutional networks (TCN) [38], and (iv)
graph-based models such as GCN [20] and DySAT [21].

The results reveal important findings across model categories. Baseline tabular models already achieve
strong performance (NeuralNet AUC 0.997, ensemble models 0.94-0.99), maintaining high precision (above
0.90) but with relatively lower recall (0.21-0.77). Sequence models achieve competitive Area Under Curve
(AUC) (GRU 0.990, LSTM 0.988, Transformer 0.985), but despite high recall (above 0.91), they suffer from
very low precision (below 0.15), exhibiting a precision-recall trade-off. Graph-based models (GCN AUC
0.985, DYSAT AUC 0.977) directly utilize graph structure for classification but show lower performance than
baseline tabular models.

In contrast, our proposed graph-augmented models achieve the highest performance by using GCN
embeddings as additional features for tabular models: graph-augmented NeuralNet attains AUC of 0.9995,
outperforming all other methods, consistently improving all baseline models (AUC improvement: 0.002-
0.054), and achieving both high precision (above 0.90) and improved recall for balanced performance. This
superior performance can be attributed to the following: (1) compared to tabular models, graph embeddings
provide temporal proximity information between transactions that tabular features alone cannot capture,
improving recall; (2) compared to sequence models, using GCN embeddings as features rather than as the
classifier preserves the stable precision of tabular models while incorporating graph information; and (3)
compared to pure graph-based models, extracting graph features and then applying well-established tabular
classifiers achieves better generalization than performing both feature extraction and classification in non-
Euclidean space.

These results cannot be directly generalized to fraud detection in general. The optimal model may vary
depending on the fraud transaction ratio, characteristics of fraud patterns, and temporal structure of the
data. However, our proposed method holds unique significance in that it appropriately combines the stable
precision of tabular models, the sequential pattern capturing capability of sequence models, and the relational
information utilization of graph models.

5.2 Prediction Confidence Analysis

AUC is a useful threshold-independent metric for evaluating the overall discriminative ability of
classifiers. However, in extreme class imbalance settings, Fl-score also warrants consideration. As shown
in Table 1, baseline Euclidean models achieve high precision (0.81-0.92) but relatively low recall (0.21-
0.78)—this occurs because they primarily detect “certain” fraud cases with high transaction amounts. In
contrast, our proposed graph-augmented models maintain precision (0.91-0.95) while improving recall
(0.76-0.88), showing improvements in Fl-score (0.84-0.90). To analyze specifically where these AUC and
Fl-score improvements originate, we examine prediction confidence.

Table 1: Comprehensive Model Comparison

Category Method Accuracy Precision Recall Fl-score AUC
NeuralNet 0.998351 0.921711 0.777902 0.843722 0.997630
RandomForest [29] 0.997302 0.823810 0.672405 0.740447 0.980178

Tabular (Baseline) ExtraTrees [30] 0.997718 0.901409 0.675181 0.772064 0.981392
LightGBM [32] 0.996949 0.842149 0.574681 0.683169 0.991976
CatBoost [33] 0.997111 0.843077 0.608551 0.706869 0.974223
XGBoost [31] 0.996748 0.810208 0.564132 0.665140 0.945512

(Continued)
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Table 1 (continued)

Category Method Accuracy Precision Recall F1-score AUC
Graph-aug. NeuralNet 0.998834 0.924764 0.866741 0.894813 0.999516
Graph-aug. RandomForest 0.998669 0.942949 0.816769 0.875335 0.999124

Proposed Graph-aug. ExtraTrees 0.998379 0.951084 0.755692 0.842203 0.997823
Graph-aug. LightGBM 0.998862 0.914418 0.883954 0.898928 0.999481
Graph-aug. CatBoost 0.998071 0.902835 0.742921 0.815109 0.994701
Graph-aug. XGBoost 0.998656 0.914561 0.843976 0.877852 0.999132
LSTM [3] 0.968233 0.147261 0.949473 0.254977 0.987437
GRU [35] 0.967699 0.145101 0.948917 0.251712 0.990048

Sequence LSTM+Attention [36] 0.968182 0.147301 0.951694 0.255116 0.989439
Transformer [37] 0.959977 0.119489 0.940589 0.212042 0.984973
TabTransformer [39] 0.817323 0.028575 0.936702 0.055458 0.949902
TCN [38] 0.841814 0.032134 0.914492 0.062087 0.944878
GCN [20] 0.994739 0.617742 0.212660 0.316398 0.984965

Graph-based DySAT [21] 0.994475 0773913 0.049417  0.092902  0.976723

Note: Bold values indicate the best performance in each metric.

While the overall AUC values show modest improvements due to already well-trained baseline
models, the practical benefit becomes more pronounced when examining predictions for low-amount
transactions. Fig. 5 presents a comprehensive comparison of predicted probabilities for actual fraud cases
(y =1) using the LightGBM model (results for other models are available in the supplementary materials).
The top row shows histograms: the proposed model (orange) concentrates predictions near 1.0, indicating
high confidence, while the classic model (blue) spreads predictions across a wider range. This difference
is particularly striking for low-amount transactions (amt < 80), where the classic model shows a bimodal
distribution with many predictions near 0, whereas the proposed model maintains confident predictions
near 1.0.

The bottom row of Fig. 5 presents the empirical cumulative distribution function (empirical CDF) of
these predicted probabilities, providing a clearer comparison. For an ideal classifier, all fraud cases should
receive a predicted probability of 1, resulting in a step function at probability = 1 (dashed gray line). The
closer a model’s empirical cumulative distribution function (CDF) is to this ideal step function, the more
confidently it identifies fraud. The classic model (blue) shows a gradual increase across the probability
range, indicating uncertainty in fraud detection, while the proposed model (orange) concentrates predictions
near 1.0 with a median of 0.99 compared to 0.92 for the classic model. This improvement is particularly
pronounced for low-amount transactions (amt < 80) in the middle column, where the classic model’s
empirical CDF rises steeply even at low probability values. The right column shows high-amount transactions
(amt > 80), where both models perform better, but the proposed model still achieves predictions closer to
the ideal, confirming that graph-based embeddings provide additional discriminative power.
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Figure 5: Comparison of predicted fraud probabilities for actual fraud cases (y = 1). Top row: histograms showing
prediction distributions; bottom row: empirical cumulative distribution functions (empirical CDF). Columns show all
fraud cases (left), low-amount transactions with amt < 80 (middle), and high-amount transactions with amt > 80 (right).
The classic model (blue) uses only tabular features X, while the proposed model (orange) incorporates GCN embeddings
X. The dashed gray line in empirical CDF plots represents the ideal classifier. The proposed model consistently achieves
predictions closer to 1.0, particularly for low-amount transactions where the classic model struggles

We present a visual example using Michael Rodriguez’s transactions, which include 249 test trans-
actions with 4 fraudulent cases. Table 2 compares the baseline model predictions with our proposed
graph-augmented model.

Table 2: Michael Rodriguez’s fraudulent transaction data

Timestamp Amount Label Prediction Probability
Baseline Proposed Baseline Proposed
2019-10-12 05:12 291.43 1 1 1 0.919 0.987
2019-10-12 22:12 905.52 1 1 1 0.879 0.980
2019-10-13 05:04 20.02 1 0 1 0.402 0.963
2019-10-13 22:16 736.16 1 1 1 0.778 0.982

The average transaction amount for Michael Rodriguez is 56.25. The average amount for legitimate
transactions is 49.19, while the average amount for fraudulent transactions is 488.28. In existing studies, all
transactions with high amt values were predicted as fraudulent, but a transaction with a small amt value
of 20.02 was predicted as legitimate. When amt is 20.02, the predicted probability is a low value of 0.4. In
contrast, the method utilizing graph information correctly predicted the small amt transaction as fraudulent
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with a high probability value of 0.96. Moreover, this method showed higher probability values for high amt
transactions compared to existing studies.

This can be more easily understood by examining Fig. 6, which visualizes the graph. It depicts nine
transactions closely related to fraudulent transactions among Michael’s transactions. The graph shown is
after removing links based on the weights of the edges. This method can adequately determine fraud even
when the transaction amounts are small.

/?\\///
> T

Figure 6: Graph representation of transaction patterns for customer Michael Rodriguez

5.3 Undersampling Experiments

In the previous experiments, we maintained the original fraud transaction ratio of 0.00573 with a 7:3
train-test split. However, dealing with such extreme class imbalance is a common challenge in fraud detec-
tion. A widely-used technique is undersampling, where the majority class (legitimate transactions) is reduced
to achieve a more balanced training set while keeping the test set unchanged to reflect real-world conditions.

We conducted additional experiments with various undersampling ratios (fraud ratios from 0.05 to 0.5)
to evaluate the robustness of our proposed method. The results consistently demonstrate that incorporating
GCN embeddings into the feature set yields superior performance compared to using only the original
features, regardless of the undersampling ratio. This validates the effectiveness of our approach when
combined with standard class imbalance handling techniques. Detailed experimental settings and results are
available in our supplementary materials.’

6 Theoretical Interpretation: GCN Embeddings as Temporal Random Effects

This section provides a theoretical framework for understanding why GCN embeddings improve fraud
detection performance. We interpret the GCN embeddings as a replacement for traditional random effects
in hierarchical models, and conduct statistical tests to validate the significance of their contribution.

To simplify the theoretical discussion and enable closed-form statistical testing, we use logistic regres-
sion as the downstream classifier with an undersampled dataset (n = 8410, fraud ratio = 0.5). This choice is
justified by the robustness analysis in the supplementary materials, which demonstrates that GCN embed-
dings provide consistent performance improvements across all six model types (NeuralNet, RandomForest,
ExtraTrees, LightGBM, CatBoost, XGBoost) and all undersampling ratios (5%-50%). Therefore, insights
derived from the logistic regression setting with an undersampled dataset (n = 8410, fraud ratio = 0.5)
generalize to the broader experimental spectrum.

Our graph-based approach models both temporal and customer information together. Temporal
information can be extracted as features and placed in X, while customer effects can be considered through

2https://gucbin.github.io/n()n—uuclidcu11—m()duls—fm‘—frau d-detection/
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mixed effects models. Using the notation from Section 4, let X € R"™*F denote the feature matrix and y €
{0,1}" the fraud indicators. For the j-th transaction of customer i, the traditional generalized linear mixed
model with customer-level random effects is logit(P(y;; = 1)) = o + B'x;; + u;, where u; ~ N(0, 02), x;; is
the j-th row of X corresponding to customer i, and u; represents the customer-specific random effect. This
formulation assumes conditional independence of transactions given u;.

However, fraudulent transactions exhibit strong temporal clustering—multiple unauthorized charges
typically occur within minutes before detection. Our proposed method replaces the customer random effect
u; with a learned embedding: logit(P(y;; = 1)) = fo + B x;j + y"h;j, where h;; € R? is the GCN embedding
for the j-th transaction of customer i, computed from customer i’s transaction graph. This embedding
captures both customer-specific patterns (since it is derived from customer i’s own transaction history)
and temporal proximity effects (since neighboring transactions with similar timestamps contribute more

strongly). The augmented feature matrix is X = X & HI(LI) @ H‘(]L‘" )

Unlike random effects, the GCN embeddings are learned through message-passing and can be treated as
fixed effects in the downstream classifier. To empirically validate this interpretation, we conducted an ablation
study (n = 8410, fraud ratio = 0.5, logistic regression). The baseline feature matrix X consists of k = 6 contin-
uous features: transaction amount (amt), customer location (1at, long), city population (city_pop),
and merchant location (merch_lat, merch_long). These features were selected because they represent
the core numerical attributes available for each transaction and are commonly used in fraud detection
literature. We also tested adding explicit temporal features (trans_hour, trans_day_of_ week) as

as defined in Algorithm 1.

direct features, but found they provide negligible improvement. This is because temporal information is
more effectively captured through the graph structure: the edge weights of the transaction graph encode
temporal proximity, and the GCN embeddings H'") learn to exploit this relational structure. The results are
summarized in Table 3.

Table 3: Ablation study: Contribution of feature components (n = 8410, fraud ratio = 0.5, Logistic Regression)

Model Configuration AUC AAUC Features

Baseline (X only) 0.831 — 6

X + Time 0.831 +0.000 8
X + Customer Effects  0.934  +0.102 927
X + Time + Customer 0.934 +0.102 929
X + GCN Embeddings 0.948 +0.117 16

As shown in Table 3, GCN embeddings achieve superior performance (+0.117 AUC improvement) with
only 16 features, compared to customer dummies which require 927 features for a +0.102 improvement.

Notably, explicit temporal features (trans_hour, trans_day_of_week) provide essentially no
improvement. This reveals a fundamental distinction between two types of temporal patterns. Absolute
temporal patterns refer to statements like “transactions at 23:00 are more likely to be fraudulent,” which would
require fraud to concentrate at specific hours or days—a pattern largely absent in our data. In contrast, relative
temporal patterns refer to statements like “a transaction temporally close to a fraudulent transaction is also
likely to be fraudulent”—this fraud clustering pattern is precisely what our data exhibits.

Conventional feature engineering cannot easily capture relative temporal patterns because doing so
would require knowing the fraud labels of neighboring transactions a priori. Our GCN-based approach
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elegantly solves this: the graph structure encodes temporal proximity between transactions, and the message-
passing mechanism allows fraud-related signals to propagate through temporally adjacent nodes during
training. This explains why the relational structure of temporal proximity—not raw timestamp values—is the
key to improved fraud detection. To formally test significance, let f denote the logistic regression classifier.
We compare baseline model M : § = f(X) against the augmented model M, : ¥ = f(X), where X is defined
as in Algorithm 1. In our experimental setting: n = 8410 (sample size), k = 8 (number of baseline features in
X, including temporal features), and d = 8 (GCN embedding dimensions).

Under Hy: “GCN embeddings do not contribute,” the likelihood ratio statistic follows A = 2(¢; — ¢p) 4
x; asymptotically. This approximation requires regularity conditions, which we verify in Table 4. The first
condition ensures adequate sample size relative to the total number of features (k + d = 16). The second
condition is satisfied by construction since X contains all columns of X.

Table 4: Verification of y* approximation conditions for LR test (n = 8410, k = 8, d = 8)

Condition Criterion Observed Status
Large sample nf/(k+d)>10 8410/16 = 525.6  Pass
Nested models XcX By construction  Pass

Permutation validation =~ Asymptotic and permutation agree  Both significant ~ Pass

Finally, we validate the asymptotic y* approximation through a permutation test. By randomly permut-
ing the GCN embeddings (100 iterations), we break any true association with the outcome and obtain the null
distribution of A. Under the null hypothesis where GCN embeddings have no predictive value, this distribu-
tion has mean y = 7.11 and standard deviation ¢ = 3.59. Our observed statistic A = 2719.92 lies approximately
756 standard deviations above this null mean, providing strong evidence against Hy: A =2719.92 >
X3.0.001 = 26.12  (asymptotic p < 0.001, permutation p < 0.0001).The partial F-test confirms these findings:

_ (SSEq—-SSEy)/d _ 2 _
F = SSEl;(i’l——k—d) = 837.23 (p—value < 0001), AR~ =0.231.

These tests confirm that GCN embeddings provide statistically significant predictive value by capturing
temporal dependencies that traditional methods overlook.

7 Conclusion
7.1 Why Graph-Augmented Features Work

Sequence-based approaches (LSTM, Gated Recurrent Unit (GRU), Transformer) assume equally-
spaced time intervals, but credit card transactions occur at irregular intervals—ranging from seconds apart
during shopping sessions to days or weeks between purchases. Moreover, these models process transactions
as ordered sequences without modeling the connectivity structure between temporally proximate transac-
tions. Our graph-based approach explicitly captures irregular temporal relationships through edge weights
that encode temporal proximity, naturally handling non-uniform time spacing without requiring temporal
discretization or padding.

While non-Euclidean approaches can capture temporal and customer dependencies, they introduce
unnecessary complexity. In practice, the vast majority of legitimate transactions can be correctly classified
using Euclidean features alone—temporal clustering patterns become critical only in the vicinity of fraudulent
activity. A purely graph-based model would be computationally expensive and may overfit to relational
patterns irrelevant for normal transactions. Our analysis shows that GCN embeddings contribute an
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additional 23.1% of explained variance (AR* = 0.231), but this contribution is localized to fraud-adjacent
regions rather than uniformly distributed across all transactions.

Our approach offers an elegant middle ground. The base Euclidean classifier efficiently handles the
majority of straightforward cases, while GCN embeddings provide supplementary non-Euclidean informa-
tion precisely where it matters—near fraud clusters. This design avoids the overhead of full graph-based
inference while retaining the benefits of temporal dependency modeling. The concatenation allows the
downstream classifier to adaptively weight Euclidean vs. non-Euclidean features based on context, achieving
both high precision (above 0.90) and improved recall without the computational burden of end-to-end
graph models. Furthermore, this modular design offers practical advantages: the GCN embedding gener-
ation is independent of the downstream classifier, allowing practitioners to leverage existing classification
infrastructure while benefiting from graph-based feature augmentation.

7.2 Limitations and Future Work

While our proposed method demonstrates strong performance on the analyzed dataset, several limita-
tions should be acknowledged. First, our evaluation is based on a single publicly available dataset that may
not fully represent the diversity of fraud patterns encountered in real-world financial systems. Credit card
fraud datasets vary significantly in their characteristics: some contain only anonymized features and lack
explicit temporal information. The generalizability of our method to these diverse fraud scenarios requires
further validation. Second, our approach constructs individual graphs for each customer, which assumes
sufficient transaction history per customer. For customers with very few transactions, the graph structure
may be too sparse to provide meaningful embeddings. Third, our approach assumes that temporal proximity
is the primary factor determining transaction relationships, which may not hold in all fraud scenarios—
for instance, when fraudsters deliberately introduce time delays between fraudulent activities. Future work
could address these limitations by: (i) evaluating on multiple fraud datasets with different characteristics, (ii)
developing adaptive methods for customers with limited transaction history, and (iii) exploring alternative
kernel functions that capture more complex temporal patterns.
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