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ABSTRACT: Aiming at the problem of insufficient recognition of implicit variants by existing Chinese sensitive text
detection methods, this paper proposes the IPKE-MoE framework, which consists of three parts, namely, a sensitive
word variant extraction framework, a sensitive word variant knowledge enhancement layer and a mixture-of-experts
(MoE) classification layer. First, sensitive word variants are precisely extracted through dynamic iterative prompt
templates and the context-aware capabilities of Large Language Models (LLMs). Next, the extracted variants are used
to construct a knowledge enhancement layer for sensitive word variants based on RoCBert models. Specifically, after
locating variants via n-gram algorithms, variant types are mapped to embedding vectors and fused with original
word vectors. Finally, a mixture-of-experts (MoE) classification layer is designed (sensitive word, sentiment, and
semantic experts), which decouples the relationship between sensitive word existence and text toxicity through multiple
experts. This framework effectively combines the comprehension ability of Large Language Models (LLMs) with the
discriminative ability of smaller models. Our two experiments demonstrate that the sensitive word variant extraction
framework based on dynamically iterated prompt templates outperforms other baseline prompt templates. The RoCBert
models incorporating the sensitive word variant knowledge enhancement layer and a mixture-of-experts (MoE)
classification layer achieve superior classification performance compared to other baselines.
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1 Introduction

With the rapid growth in the number of social media users, sensitive content (e.g., politically sensitive,
discriminatory, violent, etc.) has become a core issue that threatens the health of the online ecosystem. One
important way to maintain the online environment is to create a “blacklist” of words. In China, these words
are called “sensitive words” and usually include information such as criticism, violence and pornography [1].
However, miscreants often bypass detection by using euphemisms and variant expressions [2,3], especially
in Chinese, where the complex structure and the variety of implicit variants are more diverse [4,5], making
identification more challenging. Therefore, we classify sensitive texts into two categories: one is explicit
sensitive word texts, which are easy to be filtered, and the other is texts containing variants or implicit
expressions, which evade auditing by reducing sensitivity. This type of sensitive text is the focus of this
research paper.

Existing sensitive word detection methods are often framed as sequence labeling tasks. For example,
reference [6] performs toxic span detection to identify sensitive vocabulary but relies heavily on labeled data.
Reference [7] formulates it as a generation task, using frozen LLMs with fixed prompts to produce non-toxic
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text and detect toxic spans via differential analysis—though fixed prompts struggle in complex contexts.
Reference [8] shows that LLMs perform poorly on detection tasks without fine-tuning or auxiliary models,
while reference [9] finds that GPT-3.5 generalizes better than fine-tuned LLMs but with lower recall and
accuracy. Overall, decoder-only models (e.g., GPT, Llama, Qwen) underperform supervised BERT-based
classifiers. Consequently, current methods face a trade-off: standalone LLMs yield weak detection, while
encoder-only models (e.g., [10] with dictionary-augmented BERT) lack generalization. Hybrid approaches
such as CAALM-TC [11] and RC Trees (RCT) [12] attempt to combine the contextual strength of decoder-
only LLMs with the classification ability of encoder-only models for better performance.

Although hybrid models such as CAALM-TC and RCT attempt to combine large language models
(LLMs) with small language models (SLMs) for text classification, they rely on static prompt templates or
fixed knowledge structures, making it difficult to adapt to implicit variants in Chinese. In contrast, the
proposed IPKE-MOoE incorporates a four-step dynamic process: “construction of a pseudo sample library,
DBSCAN-based representative sample selection, variant type definition summarization, and selection of
few-shot examples.” This enables continuous updating of sensitive word variant type definitions for efficient
classification—a self-evolving mechanism unattainable by static hybrid models. Second, we designed a
sensitive word variant knowledge enhancement layer that embeds variant types into word vectors, achiev-
ing lexical-level semantic fusion. Inspired by MH-MoE [13], we developed a mixture-of-experts (MoE)
classification layer to decouple sensitive word presence from text toxicity. Our main contributions include:

1. A sensitive word detection framework named IPKE-MoE is proposed, which consists of three parts:
a sensitive word variant extraction framework, a sensitive word variant knowledge enhancement layer, and
a mixture-of-experts (MoE) classification layer.

2. A Chinese sensitive word variant dataset named CSWVD has been constructed. This dataset com-
prises 2766 entries, encompassing six common categories of sensitive word variants and two dataset types. It
serves to evaluate the effectiveness of sensitive word variant extraction frameworks and knowledge-enhanced
layers for sensitive word variants, providing a reference for Chinese sensitive word detection.

3. Based on the analysis of experimental results on sensitive word variant extraction and sensitive text
classification, our framework demonstrates significantly superior performance compared to other baselines
on the CSWVD dataset, thereby validating its effectiveness.

2 Related Work
2.1 Sensitive Words Detection

Early sensitive word detection primarily relied on rule-based approaches [14,15] or string-matching
algorithms using fixed sensitive word lists [16,17]. However, predefined vocabularies and syntactic rules
struggle to detect implicitly toxic sensitive text [18], while list-matching algorithms face challenges adapting
to complex network environments due to their static lists and algorithms. Our IPKE-MoE framework
overcomes these limitations by leveraging the text comprehension capabilities of pre-trained LLMs rather
than relying on static dictionaries. Several scholars have applied deep learning methods to sensitive word
detection. Reference [19] proposed a novel detection algorithm based on self-attention, utilizing Graph
Convolutional Networks (GCNs) for sensitive word identification. While GCN approaches capture inter-
word relationships, they struggle with modeling long-range dependencies and exhibit high computational
complexity. Reference [20] employs BERT-BiLSTM-CRF to identify Chinese sensitive words in social
networks. However, this approach lacks a clear definition of sensitive word boundaries. Our IPKE-MoE
framework resolves these limitations by determining sensitive word boundaries through n-gram algorithms
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based on extracted sensitive word variants. Thus, our IPKE-MoE framework combines LLMs and SLMs
capabilities to overcome the shortcomings of the aforementioned methods.

2.2 Chinese Sensitive Words Dataset

The current research on Chinese sensitive word detection is obviously lagging behind, and one of the
key problems is the scarcity of labeled data. There are no public datasets dedicated to detecting Chinese
sensitive words, and most of the existing offensive or hateful Chinese datasets are mostly limited to post-level
detection, such as the TOXICN [10] and COLD [21] datasets, which are specialized in detecting Chinese
offensive speech and hate speech, and provide an effective support to the post-level detection task. However,
the identification of sensitive words is more inclined to span-level detection. The emergence of two publicly
available datasets, BME [2] and STATE TOXICN [22], has helped our study. Although the BME dataset is a
bilingual dataset for euphemism detection, this dataset annotates many euphemisms, which contain a large
number of sensitive words. STATE TOXICN is a span-level dataset that labels toxic phrases in the text, which
also contains no shortage of sensitive words. Detailed examples are shown in Table 1.

Table 1: Comparison of existing Chinese datasets according to language, range, number of species, and whether they
are span-level

Dataset Sentence Scope Category Span
English Chinese

TOXICN - 12,011 Hateful/Offensive 4 no

COLD - 37,480 Offensive 4 no

BME 4512 4495  Hateful/Offensive 12 yes

STATE TOXICN - 8029  Hateful/Offensive 6 yes

CSWVD (Ours) - 2766 All 6 yes

3 Our IPKE-MoE Framework

Fig. 1 shows the overall architectural flow of the IPKE-MoE framework. First, the original text data are
input into the sensitive word variant extraction framework, which extracts sensitive words and their variants,
the specific process is illustrated in Fig. 2. Subsequently, the input text and the extracted sensitive word
variants are simultaneously fed into the variant knowledge enhancement layer. Here, the n-gram algorithm
determines the types of sensitive words within the input text to fuse lexical-level semantic features. Finally,
the mixture-of-experts (MoE) classification layer achieves precise classification of sentences containing
sensitive words. In this chapter, we will introduce the various components of the framework in detail.

3.1 Sensitive Word Variant Extraction Framework

Problem Definition. Assuming x is an input text and C={c;}/, denotes the variant
types of the sensitive words in the input text, our task is to extract a set of sensitive words
S={(S1, Cs,), (S2, Cs,)---» (Su, Cs,) } from the input text x, where S; denotes the sensitive word, Cs,
is the type of the corresponding variant of the sensitive word S;, and ¢;, € C. Given an input text x, we
use zero-shot hints to allow LLM to generate the corresponding prediction of the input text x, its detailed
description is shown in Eq. (1):

y = parse(LLM(P(x, C), D)) (1
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where P(x, C) denotes the prompt string, e.g., “Given text x and a set C of sensitive word variant types,
extract all sensitive words and their types. The output is a list of [x, {'word’ : ‘type’}]., D denotes the few-
shot examples. For the zero-sample setting, we initially have no gold annotated data to build D.
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Figure 1: IPKE-MoE framework overall process

Variants of Sensitive Words. To identify sensitive word variants, we refer to [1] and analyze how
Chinese netizens circumvent censorship through lexical recoding. The variant forms are categorized into
six major groups, namely symbol variation, phonetic replace, character distortion, abbreviation, semantic
replace, and lexical loan, and detailed examples and their explanations are shown in Table 2. As shown in the
table, f&* means “stupid idiot” This term uses the special symbol “*” to disrupt the character structure and
evade censorship. Other examples similarly employ different substitution rules to replace original vocabulary
and bypass review.

Table 2: Explanation of sensitive word variant categories and their examples

Category Explanation Examples
Symbol variation Emoticons, special 7 (.stupid idiot), £/
characters, etc. (insult women)
. . . . /\ . ‘%i
Phonetic replace Pinyin, Harmony or Similar N (nigger), 1 l
pronounce K (homosexuality)

disrupt the structure of

I_] = .
Chinese characters MURE: (drug trafficking)

Character distortion

(Continued)
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Table 2 (continued)

Category Explanation Examples
¢ .
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Figure 2: The specific workflow of the sensitive word variant extraction framework is as follows: (1) Use zero-shot
prompts to generate initial predictions from the LLM, then create an initial pseudo-sample repository based on
these predictions; (2) Employ DBSCAN clustering to remove noise from the pseudo-sample repository and select a
representative subset of pseudo-samples; (3) Guide the LLM to generate definitions summarizing sensitive word variant
types using the selected representative pseudo-samples; (4) Select examples from the representative pseudo-samples
as few-shot examples. Combine these examples with the summary definitions of sensitive word variant types as new
prompts to guide the LLM for re-prediction; (5) Repeat this process for T rounds (T = 5), integrating predictions from
each round to update the pseudo-sample repository until the extraction results converge

Construction of Pseudo Sample Library. We use the unlabeled corpus to generate initial predictions
by zero-shot prompt LLM to construct noise-containing pseudo-sample libraries L. Based on the pseudo-
samples, we summarize the sensitive word variant type definitions to improve the model’s ability to extract
sensitive words and variants. Based on the sensitive word variant types c € C, the pseudo-sample library L
is divided into sensitive word definition-related sample libraries L. = {f;, t,,..., t, }, where each t; = {x; :
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[S}, S7,..., S']}, each element ¢; in L. is composed of an input text x; and a sensitive word s{ with all
variants of type c in the text.

Selection of Representative Pseudo-Samples. For each pseudo-sample library L., we select a subset of
representative pseudo-samples L$*’. The pseudo-sample library contains a lot of noise, and representative
samples need to be selected by an algorithm. We use the DBSCAN algorithm, a density-based clustering
algorithm suitable for dealing with noise (e.g., model prediction errors) in pseudo-samples. Literature [23]
points out that example diversity mitigates similarity misdirection in few-shot-cot, and proposes to divide the
dataset with k-means clustering and select representative problems, but this assumes that the data is free of
noise, which is different from the case of pseudo-sample libraries. DBSCAN automatically rejects anomalies,
but it cannot directly provide a clustering center of gravity for a specified number of k. We also use a density-
based clustering algorithm for the samples ¢;, which is suitable for the clustering of the samples ¢;, and the
samples ¢;. For this reason, we integrate the text and sensitive words for sample ¢; € L. into a new text t;, e.g.,
t! = “In text x;, the type of sensitive word variants for s} and s? is ¢”” Subsequently, DBSCAN is run to obtain
the cluster labels (-1 is the noise point), the average embedding vector of each cluster is computed, and the
closest sample is selected as the representative sample. Adjust according to the number of clusters M with
target K: if M < K, randomly make up the selection from noise points; if M > K, select the K clusters with
the most samples. Finally get K clustering centers of mass and construct L.

Summary of Variant Type Definitions. In order to be able to better generate a summary d; of the
definitions of the sensitive word variant type c;, we guide LLM to generate a summary of the definitions of
the sensitive word variant types by means of the representative sample Lili‘b selected in the previous step, and
we have also added the task description T, to the prompt, which is hinted to the model together with Li‘x_‘b,
its detailed description is shown in Eq. (2):

d; = parse(LLM(P(T,, L*®, d¥™))) )

Selection of Few-Shot Example. In the initial stage, we use zero-shot to prompt the LLM to obtain
pseudo-samples, and there is no any few-shot prompt in this stage. After obtaining the pseudo-samples, we
construct a representative sample subset L for each variant sensitive word category c, because this subset
has been processed by our DBSCAN algorithm. Processing, its reliability and diversity are guaranteed and it
can be directly used as a few-shot example to prompt LLM.

Historical Prediction Integration. To enhance the reliability of the pseudo-sample library L, we
iteratively obtain multi-step predictions L, starting from the initial Ly. Inspired by the self-consistency
strategy of [24], we enhance the reliability of L by aggregating predictions from different steps. Self-
consistency generates diverse predictions by tuning model parameters, while our L, is generated based on
different sensitive word variants and few-shot examples. We use a quantity-based integration strategy: a
sensitive word prediction (s, ¢;) is selected if it appears in a sufficient number of predictions. The threshold
is dynamically adjusted based on the difference between the current and previous prediction of the number
of sensitive words to ensure stable predictions and prevent drastic fluctuations in the number. The detailed
process is shown in Algorithm 1.

Algorithm 1: Sensitive word variant extraction framework workflow

Input: Sentence x containing sensitive word s;, predefined sensitive word type ¢;, LLM model M, iteration
number T
Output: A list combining input text with predicted results [x, {s} : ¢} }]

1: Initialize zero-shot prompt P, to the model M

(Continued)
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Algorithm 1 (continued)

2: Obtain initial pseudo-samples L < M(Py)

3: Cluster samples with DBSCAN to remove noisy pseudo-samples

4: Select representative subset L representative(L)

5: Generate variant-type definitions D < M (prompt_with(L*?))

6: Obtain new predictions Y < M (prompt_with(D, examples(L**?)))

7: Update pseudo-sample library L < merge(L;_;, build_pseudo_samples(Y))
8:fort=1...Tdo

9: Return final Prediction List

3.2 Sensitive Word Variant Knowledge Enhancement Layer

This layer aims to deeply integrate the lexical morphological features of variant sensitive words into
the textual representation to achieve fine-grained knowledge-guided semantic modeling. We introduce the
sensitive word variant knowledge enhancement, our sensitive word variant knowledge enhancement is based
on the RocBert [25] model to enhance each word, the input text is tokenized before it is fed into the Token
Embedding layer, and two special Tokens will be inserted at the beginning of the text [CLS] and the end of
the text [SEP]. The illustration is shown in Fig. 3.

Input [CLS] T M D W EE 7 i [SEP]
Token
Embedding Ejcs) Er Ey Ep Eyy Eg Ez Ez Esep
T -+ + + + + + +
T]EYPE-z:yal‘e B, £ B B B E, i B B
mbedding

Figure 3: Schematic of knowledge enhancement of sensitive word variants

Token Embedding. Token Embedding is based on distributed assumptions and maps words into a
high-dimension feature space while maintaining the semantic information [26]. For each input sentence
L=A{t, t,..., t,}, where t; denotes the ith token in the sentence, we utilize word embedding to convert
each token into a vector x; € RY, where d is the dimension of the word vector, which is 768 in this paper, and
the sentence after word embedding is denoted as L = {x1, x2,..., X, }.

Variant Type-Aware Embedding. Since the sensitive words in a sentence and their sensitive word
variants are crucial for recognizing sensitive text, we do a sensitive word variant type-aware embedding of
the input sentence using the sensitive word lexicon extracted from the sensitive word variant extraction
framework, as described in Section 3.1, and we denote the sensitive word category as C = {cg, ¢1,..., Cn}»
where ¢, indicates that it is not a sensitive word and # is the number of categories for sensitive words. In
this paper, n = 6. We first use the n-gram to determine whether x; is a sensitive word and if it is, we further
indicate its sensitive word type and append the category representation to each word embedding, which for
the sensitive word ¢; type embedding we define as Eq. (3):

co, ift; € L and ¢; is not a sensitive word, 3)

e; =
l Cjs if t; € L and belongs to the jth class of sensitive words.
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The type label e; is mapped to a variant-aware embedding vector, i.e., Eyype(€;), where Eyype(e;) is the
vector after word embedding process of RocBert’s model and Eyyp.(e;) € RY. We linearly sum the category
information of the sensitive words with the word embedding information of the sensitive words so that the
input sentences can combine lexical features. Embedding the category e; into x; can be expressed as: x| = x; ®
AEgype(ei). Here @ is a vector linking operation and A € [0,1] is a weighting coefficient controlling the uptake
of sensitive word variant category information. After the sensitive word variant knowledge enhancement,
the final sentence embedding of the input sentence L is L = {t{, t,...,t,}. It can be input to the sequence
encoder. Since the sensitive word variant knowledge enhancement only changes the representation of the
input layer and does not involve the rest of the model architecture, it can be applied to any other pre-trained
language model, thus leveraging the additional lexical level information to improve the model’s detection
ability, which facilitates our mixture-of-experts (MoE) classification layer.

3.3 Mixture-of-Experts (MoE) Classification Layer

Text containing sensitive words and their variants is not necessarily offensive or hateful; its specific
meaning is often embedded within the semantic context. Relying solely on sensitive word and variant
recognition yields poor results. For example: “F-+, T TMD/E I3 T %1k (Holy crap! I fucking passed
the exam.)”. The words “+ (fuck)” and “TMD (fucking)” are used only as adverbs of degree to enhance
the tone of voice, with no obvious offense or hatred. Knowledge augmentation for sensitive word variants
can incorporate lexical knowledge, but this alone cannot achieve satisfactory performance. To address the
limitations of traditional single models in handling contextual ambiguity of sensitive words, this paper
designs a mixture-of-experts (MoE) classification layer comprising three experts and an augmented gated
network. We split the RocBert layer’s output into sequential and pooled outputs. The sequential output
represents RocBert’s output after variant-type-aware embedding: L = {t/,}, ..., t; } and the pooled output
is the representation of the [CLS] token.

Enhanced Gating Network. The input to the enhanced gated network is RocBert’s sequential output
L=A{t,t),...,t,}, which computes expert weights for each token using sequence feature projection and
multi-head attention. First, RocBert’s sequential output L = {#{, t,..., )} is projected through a linear layer
Weeq to the same dimension as the pooled output, yielding L,.;. Then, using the pooled output p as the
query and L,,,; as both key and value, the attention mechanism computes the attention outputs. Finally, the
attention outputs are transformed into weight distributions for each expert through a linear layer W.q and
a softmax function. The enhanced gated output (expert weights) g is defined as Eq. (4):

g =softmax(Wy - MultiheadAttention(Q, K, V) + by) (4)

where MultiheadAttention(Q, K, V) is the multi-head attention mechanism with Q = p, K = Ly,
V' = Lproj> and Lproj = WieqL + bseqs  Weeq € Réxd, bseq € R are the weights and biases for the sequence
projection. W, € R%*¢ and b, € R® are the weights and biases of the gating layer, and e is the number of
experts. By enhancing the gating network, we can obtain the weights g of the three experts.

Sensitive Word Expert. The sensitive word expert receives the sequential output L = {¢], t5,..., t},}
from RocBert. The main components of the sensitive word expert include the variant type-aware embedding
layer, the multi-head attention mechanism layer, and the projection layer. The variant type-aware embedding
layer is as described in Section 3.2. The sensitive word expert shares the variant-aware embedding vectors as
mentioned in Section 3.2 and we use them to enhance the model’s ability to capture information about the
sensitive words and their variants in the text through the variant-aware embedding vectors. The multi-head
attention mechanism layer uses a multi-head attention mechanism to capture contextual information related
to sensitive words and their variants in a sequence through four attention heads. The projection layer uses a
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fully connected layer to transform the processed features into categorized logits. ysensitive> the output of the
sensitive word expert, is defined as Eq. (5):

1 L
Vsensitive = Wproj (z Z; Attention(Q, K, V)t) (5)
=

where Attention(Q, K, V') = MultiheadAttention(Q, K, V') denotes the multi-head attention mechanism,
with query Q = H + Eqype(e;), key K = H and value V = H, where H = x; € R? is the vector after word
embedding processed by the RocBert model, Eyype(e;) = Embedding(e;) € R is the sensitive word variant
feature embedding vector, L is the sequence length, W,o; € R9*¥ is the weight matrix of the projection layer
and k is the number of categories for categorization.

Sentiment Expert. The main components of the sentiment expert include a bi-directional LSTM layer,
a pooling layer, and a projection layer. The bi-directional LSTM layer processes the sequence output L =
{t], t5,..., t,}, of the RocBert model to capture sentiment cues in the sequence through forward and
backward hidden states. The pooling layer averages the output of the bi-directional LSTM over the sequence
dimensions. The projection layer generates logits for sentiment categorization through a hidden layer with
ReLU activation and an output layer. yemotion, the output of the sentiment expert, is defined as Eq. (6):

Yemotion = W, - ReLU(VVl : hpool + bl) + b2 (6)

where hpo01 = % Zf,zl hy is the pooled feature representation, hy = [h;’; h;T] is the output of the bidirec-
tional LSTM, h,; and hj, are the hidden states of the forward and backward LSTMs, respectively, the
feedforward network uses weight matrices W; € R¥*(4/2) W, e R(4/2)%k are the weight matrices of the
feedforward network and b; € R%/2, b, € R¥ are the bias vectors.

Semantic Expert. The components of the Semantic Expert include a Transformer coding layer and
a projection layer. First, the Transformer coding layer processes the sequence output L = {f{, t},..., t},}
of the RocBert model to enhance the modeling of global semantics through multi-head self-attention and
tfeed-forward networks. Pooling and projection average the output of the Transformer coding layer over the
sequence dimensions and then project it to the classification space via the linear layer W,,;. The output of
the semantic expert ysemantic is defined as Eq. (7):

1 L
Ysemantic = Wproj ( I 21 TransformerEncoderLayer( t')) (7)
=

where TransformerEncoderLayer(t') denotes the processing of the RocBert output by the Transformer
encoding layer, and Wp,,; € R¥** is the weight matrix of the projection layer.

Joint Training Strategy. After obtaining expert weights and individual expert outputs, we dynamically
fuse multi-dimensional features to generate classification results. The mixture-of-experts (MoE) classifica-
tion layer employs end-to-end joint training. Three experts respectively learn distinct linguistic-level features
(word variants, sentiment, semantics). A gating network dynamically allocates weights based on input. The
overall output of the mixture-of-experts (MoE) classification layer is the weighted sum of each expert’s
outputs:

JYMoE = Zgi Vi (8)
i=1
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The total loss function consists of two components: classification loss + gate regularization. As shown
in Eq. (9).

-Etotal = -[-:cls + /\ent-[:ent (9)

where L is the standard cross-entropy loss; AentLent is the entropy penalty term for the gate distribution,
designed to prevent any single expert from being overemphasized. Training employs the AdamW optimizer
with a learning rate of 2 x 107>, weight decay of 0.01, batch size of 16, and dropout of 0.2. A linear warm-up is
applied for the first 10% of steps to gradually increase the learning rate, with early stopping triggered based
on the test set F1 score (patience value set to 3 epochs). This joint optimization mechanism enables experts
to form complementary decision boundaries, allowing the gating network to dynamically fuse them, thereby
significantly enhancing model robustness and interpretability.

4 Experiments

4.1 Sensitive Word Variant Extraction Experiment

Dataset. Our CSWVD dataset is built from two publicly available sources, BME and STATE-ToxiCN,
which include various sensitive contents such as insults and discrimination. The overall workflow is shown
in Fig. 4. In BME, the bi_label and candidate fields indicate whether a sentence contains euphemisms and
specify the euphemisms, respectively. We select sentences with euphemisms based on bi_label and filter
them by predefined sensitive word variant types. STATE-ToxiCN is a span-level Chinese hate speech dataset
containing Target-Argument-Hateful-Group quadruplets, where Target denotes the attacked entity (e.g.,
individuals, groups, or professions) and Argument describes the attack. We extract samples with sensitive
word variants and re-label them with the original text to ensure consistency and accuracy. To address class
and sample imbalance, we also supplement the dataset with additional data collected from multiple online
platforms. The dataset distribution is presented in Table 3.

. y candidate bi_label
BME BME =
— Filter
s i 1\/ Target Argument gl\/ Y
Vapgemss’
STATE STATE
Basic il : el
i | \ ample extraction | CSWVD

Figure 4: Annotation process for the CSWVD dataset

Table 3: Distribution of the number of individual categories in the CSWVD dataset

Category Quantities
Symbol variation 222
Phonetic replace 617

Character distortion 234
Abbreviation 380

(Continued)
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Table 3 (continued)

Category Quantities
Semantic replace 1053
Lexical loan 260
Total 2766

LLMs. To ensure our IPKE-MoE framework can most effectively handle Chinese sensitive words and
their complex variants, we selected three models more suited to Chinese, including both open-source
and closed-source models. Open-source models: Qwen2.5-7B-Instruct and Baichuan-M1-14B-Instruct.
These models deeply integrated massive, high-quality Chinese corpora during their pre-training phase.
This endows them with a profound understanding of Chinese linguistic structures, syntactic conventions,
cultural contexts, and online discourse. We selected the instruction-following variants of these models to
enhance their task tracking capabilities, then fine-tuned them using LLaM A-Factory. Closed-source models:
ChatGLM-4-Plus. The ChatGLM series, developed from Tsinghua University’s technological innovations,
has long maintained a leading position in Chinese LLM landscape. As its robust commercial variant,
ChatGLM-4-Plus represents one of the highest levels of Chinese language processing capability currently
accessible via API. We employed distinct invocation methods for these two model types: ChatGLM-4-Plus
is accessed through its API, while Qwen2.5-7B-Instruct and Baichuan-M1-14B-Instruct are deployed locally
using the vLLM3 framework to enhance inference speed.

Baselines. In order to validate the effectiveness of our proposed Iterative Prompting (ITPR), we chose
several different prompting baselines, namely:

o Zero-Shot: only the task prompts and output formats are given without any other examples.

o  Few-Shot: Not only does it give a hint and output format, but it also gives a small number of examples
to refer to.

o Zero-Shot-Cot: gives the task hints and output format, and adds a hint: “Let’s think step by step”.

o Manual-Cot: The task prompts and output format are given, and several manual reasoning demonstra-
tions are included, each with a question and a chain of reasoning. The reasoning chain consists of reasons
(a series of intermediate reasoning steps) and expected answers.

Evaluation Metrics. Due to the ambiguity of the sensitive word boundaries, we used a soft-match
metric, where we used entity-level micro-F1 scores as metrics and employed the algorithm proposed by [27],
where a prediction is considered correct if the prediction score for the sensitive word type reaches a threshold
of 0.5.

Implementation Details. We use an A800 graphics card with 80 G memory size, pytorch version 2.5.1,
Python version 3.12, and CUDA version 12.4. Our sensitive word variant extraction experiments in the
first two iterations use only variant type definitions, without using the few-shot demo, and we use LaBSE4
as the sentence embedding model. The hyperparameter settings for the sensitive word variant extraction
experiments as well as the fine-tuned hyperparameter settings are shown in Tables 4 and 5.

Table 4: Hyperparameters of sensitive word variant extraction experiments

Hyperparameters Value

Temperature 0

(Continued)
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Table 4 (continued)

Hyperparameters Value
Number of few-shots 2
Max sequence length 64

Learning rate le-5
Number of iterations 5

Table 5: Fine-tuned hyperparameters

Hyperparameters Value
Epochs 10
Learning rate 2e-5
Cutoff length 1024
Batch size 2
Compute type fplé
Gradient accumulation 8
Maximum gradient norm 1.0

Main Results. We evaluated the effectiveness of our iterative prompt on three different models, as shown
in Table 6. It can be seen that the performance of our iterative prompt exceeds the baseline in all the different
models, which demonstrates the sound-ness of our design. Among several different types of sensitive word
variants, we find that lexical loan is less effective, which may be due to the fact that this type has no obvious
variants and requires some background knowledge in order for the model to understand its meaning. Second,
we also find that the performance of the fine-tuned model is significantly better than using the LLM API
directly, and that Baichuan-M1-14B-Instruct achieves the optimal performance on all types. This is because
fine-tuning infuses the model with task-specific knowledge and focuses on the requirements of the target
task, whereas ChatGLM-4-Plus relies solely on generalized knowledge, placing it at a disadvantage in terms
of task adaptability.

Table 6: Comparison table of results on different models for different sensitive word variant types

Symbol Phonetic  Character .. Semantic Lexical
Prompt .. ) . Abbreviation
variation replace  distortion replace loan
Finetuned model (Qwen2.5-7B-Instruct)
Zero-Shot 64.54 53.78 64.65 65.98 72.33 49.23
Few-Shot 66.31 57.52 64.44 67.93 74.53 50.38
Zero-Shot-CoT 66.75 60.78 66.24 68.44 75.34 51.92
Manual-CoT 67.83 61.56 66.38 69.78 77.63 52.59
ITPR (ours) 68.74 63.78 68.79 71.32 79.76 54.35
Finetuned model (Baichuan-M1-14B-Instruct)
Zero-Shot 67.12 56.33 66.83 69.35 75.47 54.21

(Continued)
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Table 6 (continued)

Symbol Phonetic  Character .. Semantic Lexical
Prompt L. R . Abbreviation
variation replace distortion replace loan
Few-Shot 69.36 58.84 68.01 70.26 76.32 55.09
Zero-Shot-CoT 69.91 62.11 68.89 70.88 77.03 56.12
Manual-CoT 70.56 63.06 69.45 71.93 77.98 5718
ITPR (ours) 71.44 65.93 71.38 73.32 80.06 58.21
LLM API (ChatGLM-4-Plus)
Zero-Shot 36.62 26.03 35.39 36.93 44.02 23.43
Few-Shot 3711 27.12 36.24 3782 45.17 24.32
Zero-Shot-CoT 37.89 28.33 37.41 38.73 46.06 25.26
Manual-CoT 38.64 29.14 38.20 39.57 4712 26.19
ITPR (ours) 39.71 30.67 39.55 40.71 48.43 27.24

A Study of the Number of Iterations. To investigate the impact of iteration count on experimental
outcomes, we examined how the number of iterations affects the performance of two closed-source models
across six distinct data types. As detailed in Fig. 5, the models’ F1 scores progressively improved with each
iteration round, reaching saturation around the fifth iteration. This trend can be explained theoretically
by self-training and bootstrapped learning: iterative prompts rapidly expand pseudo-samples and enhance
diversity in the early stages, but simultaneously introduce noise; As iterations progress, the LLM’s output
stabilizes and pseudo-sample quality improves, leading to diminishing returns and eventual convergence.
Excessive iterations may even cause accumulated noise to slightly offset performance gains.

Symbol variation Phonetic replace Character distortion

70 A 64 4 70

o
<]
s

68

micro-F1

o
o
|

micro-F1
micro-F1

64 64

-@- Qwen2.5-7B-Instruct 54 1 -@- Qwen2.5-7B-Instruct —@- Qwen2.5-7B-Instruct
62 —- Baichuan-M1-14B-Instruct —- Baichuan-M1-14B-Instruct 62 —- Baichuan-M1-14B-Instruct

1 2 3 a2 5 6 71 1 2 3 a4 5 6 7 1 2 3 4 5 6 7
Figure 5: Comparison plot of the effect of the number of iterations on model performance

Iterative Prompt Examples. Given our framework’s heavy reliance on iterative prompts, we present
template examples of these prompts to provide a more intuitive demonstration of its effectiveness and
interpretability, as shown in Fig. 6.

Manual Evaluation. We randomly selected 300 samples from the validation set and had two annotators
independently assess the scope and variant types of sensitive words generated by the model. We then
calculated inter-annotator agreement using Cohen’s Kappa statistic to measure consistency between the
two annotators, yielding Cohen’s kappa = 0.86. This indicates a high level of agreement in their annotation
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judgments. Fig. 7 presents a qualitative comparison between manually annotated sensitive words and their
variants vs. those extracted by the LLM, illustrating typical successful and failed cases. Red indicates manually
annotated sensitive words and variants, blue denotes those identified by the LLM, and purple highlights

overlapping areas. The examples demonstrate a high degree of overlap.

[terative Prompt(Step0)

Given sensitive word types:
{“typel” “type2”,. .. }.

Identify sensitive words and their
variants within the input text based
on the variant types of the
aforementioned sensitive words.

Input Text: { Input text]

Answer:

[terative Prompt(Step3)
Given sensitive word types:
{“typel”,“type2”,. . . }.

The deﬁnitions of each type are:
“typel”:“definitionl”, . . . }

The following are some examples:

{few-shot example}

Identify sensitive words and their

variants within the input text based

on the variant types of the

aforementioned sensitive words.

Input Text: {text]

Answer:

A prompt containing task prompts, type
definitions, and few-shot examples

Prompt containing only task instructions

Figure 6: Examples of iterative prompts

LLL77/ (s H-

R B = T o 7 A ), PR S I
g 7J|| (After ZF abolished mandatory HIV testing for foreign students in 2010 due to political

correctness, the domestic HIV infection rate surged significantly. )

}nk r)L+)\

'l’m

L A s T ASRAR L0, B 2 (IR S5 WO SE SE S IR, AR e 5 BEV) 2 A
oA //I » RJE R4 T E 5. (Going abroad would be just fine, wouldn't it? If she went to

serve in Africa, that would be putting her to good use. What's scary is if Wu Muguo went abroad to get
plastic surgery and change her name, then came back to wreak havoc on the country's men.)

Figure 7: Manual evaluation diagram

Efficiency Analysis. To evaluate the efficiency of our approach, we conducted an additional perfor-
mance study experiment, comparing its inference performance and associated costs with other iterative
annotation-based methods (consistency). Our comparison results are shown in Table 7.

Table 7: Comparison of cost, efficiency, and F1 score across different models

ChatGLM-4-Plus Qwen2.5-7B-Instruct

Model
Cost/100 items F1 Time/item F1
Vanilla 0.33$ 35.56 0.31s 49.74
Self-Improving 2.17% 36.44 2.43s 52.01
ITPR (ours) 1.36$ 42.17 1.29s 54.29
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4.2 Sensitive Text Categorization Experiment

Dataset. In order to ensure the rationality of our experiments, we still conducted sensitive text
categorization experiments using the 2766 datasets extracted from the sensitive word variant extraction
experiments and we only retained the original text and its corresponding categorization labels to make it
more suitable for binary categorization tasks.

Models and Baselines. Our experiments compared online detection tools, standalone SLMs, standalone
LLMs and the LLM+SLM baseline. For the online detection tool, we utilized Baidu AI Open Platform’s
online toxic content detection API, which identifies variant violations such as pinyin, homophones, character
splitting, near-homographs, and allusions. For standalone SLMs, we employed BERT and RoCBert as
encoders. RoCBert is a pre-trained Chinese BERT model resistant to adversarial attacks such as word
perturbations, synonyms and spelling errors. In SLM-based baselines, we treated the SLM as an encoder
and utilized a fully connected layer as the classifier for sensitive text classification tasks. For standalone LLM
evaluations, we compared the zero-shot performance of Qwen2.5-7B-Instruct, Baichuan-M1-14B-Instruct
and ChatGLM-4-Plus. For the LLM+SLM baseline, we adopted the previously mentioned CAALM-TC and
RCT models. RocBert served as the SLM encoder for our LLM+SLM baseline, with a fully connected layer
acting as the classifier for the sensitive text classification task. Our IPKE-MoE framework employs the
mixture-of-experts (MoE) classification layer mentioned earlier as the classifier for this task.

Implementation Details. Our experiment uses the AdamW optimizer. The specific training parameters
for the classifier are described in Section 3.3. All samples in our dataset are split into training and test sets
at an 8:2 ratio. We fine-tune the baseline and retain the best-performing model and hyperparameters on the
test set. To reduce errors, we repeat the same experiments multiple times by varying the random seed. All
experiments are conducted using a GeForce RTX 4090 GPU.

Automated Evaluation. We evaluate the performance of the model using widely used weighted
precision metrics (P), recall (R), and F1 scores (F1), the experimental results of the sensitive word text
classification experiments are shown in Table 8.

Table 8: Experimental results of sensitive word text classification

Category Model P R F1
Tools BaiduAlI 0.639 0.544 0.448
SLM BERT 0.801 0.797 0.794

RoCBert 0.808 0.802 0.803
LLM Qwen2.5-7B- 0.764 0.760 0.762
Instructzeroshot
Baichuan-M1-14B-
aichuan 0.775 0.781 0.784
Instructzeroshot
ChatGLM-4-Plusyeroshor 0.723 0.711 0.682
SLM+LLM CAALM-TCrocCBert 0.808 0.806 0.803
RCTRoCBert 0.813 0.809 0.808
IPKE-MOE gocper( (ours) 0.851 0.859 0.838

Ablation Studies. To validate the effectiveness of each IPKE-MoE module, we conducted stepwise
ablation experiments:
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(I)  Removed the iterative prompting module (w/o IP), performing zero-shot prompting with the LLM for
single-round prediction only;

(2) Removed the knowledge enhancement layer (w/o KE), directly utilizing context representations by
appending LLM-extracted sensitive word variant information to the original text;

(3) Removed the mixed expert layer (w/o MoE), employing a single fully connected classifier.

As shown in Table 9, removing any module results in a decline in performance. Specifically, removing
the iteration prompt caused the F1 score to drop by 5.3%, representing the most significant performance
decline, highlighting this mechanism’s role in sensitive word variant extraction. Removing the knowledge
enhancement layer resulted in a 4.2% decrease in F1, demonstrating the importance of sensitive word variant
type embeddings. Removing MoE led to a 3.0% performance drop, indicating the critical role of the dynamic
expert fusion mechanism in model robustness.

Table 9: Model variants and their performance metrics

Iterative Knowledge
Model variant enhancement MoE F1 A vs. Full
prompt (IP)
(KE)

Full IPKE-MoE v v v 0.838 -
w/o IP X v v 0.785 —0.053
w/o KE v x v 0.796 -0.042

w/o MoE v v X 0.808 -0.030

Significance Testing. Significance testing to validate the statistical robustness of the results, we repeated
the experiment five times under different random seeds, reporting the mean + standard deviation, and
assessed significance using paired t-tests. Results show that IPKE-MoE achieved an average F1 score
of 0.838 + 0.0013, consistently outperforming both CAALM-TC (0.803 + 0.0015) and RCT (0.808 +
0.0016). Paired t-test results indicate that the performance improvement is statistically significant at the
p < 0.05 level compared to both baseline models (p = 0.018 and p = 0.027, respectively), demonstrating that
the enhancement is not random fluctuation but a genuine reflection of methodological improvement.

5 IPKE-MoE Performance Analysis
RQLI: Error analysis.

« Asshownin Fig. 8, the confusion matrix reveals that our framework notably reduces error distribution
compared to the baseline. This improvement arises from the sensitive word variant extraction module,
which defines variant types clearly and provides representative samples, enhancing model understanding
while minimizing noise. Some confusion remains between similar types, such as Symbol variation and
Character distortion.

o Erroneous Example: Mg e e e iR ANBRZHE H 75t of, BRZ i 5%/ | (Hahahahaha don't go get
Shovan out yet, that’s a world hero!). In this erroneous example, “ ¥ 77 a former police officer involved
in George Floyd’s death, is metaphorically used to express hatred toward Black people. Our framework
fails to detect this case, indicating that it focuses on explicit sensitive words and their variants rather
than leveraging the LLM’s broader contextual knowledge.
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Confusion Matrix (Higher Confusions) Confusion Matrix (lower confusions)
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Figure 8: Confusion matrix diagram: error type distributions before (left) and after (right) applying our framework

RQ2: Efficiency Analysis Our approach requires multiple iterations to improve accuracy, inevitably
leading to increased calls to the LLM. To evaluate our method’s practicality, we compared its inference
performance and associated costs against other approaches, as shown in Table 7. Results demonstrate that
our framework significantly reduces both time and financial costs compared to other iterative annotation
methods. While our framework incurs higher costs than the Vanilla method, it delivers markedly im-
proved performance. We consider this trade-off acceptable, as the accuracy gains outweigh the additional
computational expenses.

RQ3: Ethical Considerations and Risk Mitigation Since IPKE-MoE involves sensitive content detec-
tion, two types of risks may exist:

« False Positive: Misclassifying normal text as sensitive, leading to over-blocking;
« False Negatives: Failure to identify genuinely non-compliant or harmful content.

To mitigate false positive risks, we set a high confidence threshold and introduced manual review when
model predictions show low confidence. Reviewers assess solely based on linguistic offensiveness, avoiding
political or ideological bias. To reduce false negatives, we enhanced variant coverage through iterative
pseudo-sample expansion and manual misclassification analysis.

6 Summary and Future Work

This paper proposes IPKE-MoE, a detection framework for identifying text containing sensitive words
and their variants. IPKE-MoE requires multiple calls to an LLM during the pseudo-sample iterative
generation phase, and this dependency may impact scalability in high-volume content moderation scenarios.
To address this, we will explore a distilled, compact IPKE-MoE model with caching mechanisms to support
large-scale, low-cost content moderation applications. We analyzed six common variant types of sensitive
words in Chinese internet content and constructed the CSWVD dataset based on these categories. We
acknowledge that CSWVD’s scale is relatively limited (2766 entries), falling short of certain large-scale
corpora and unable to fully address the complex and dynamic variants prevalent in Chinese internet content.
Nevertheless, it provides valuable insights for sensitive word variant research. Future work will explore more
flexible or data-driven classification approaches. Additionally, our framework does not account for the role
of LLM background knowledge. Therefore, future work will focus on effectively leveraging LLM background
knowledge for sensitive word detection.
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