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ABSTRACT: Split Learning (SL) has been promoted as a promising collaborative machine learning technique designed
to address data privacy and resource efficiency. Specifically, neural networks are divided into client and server sub-
networks in order to mitigate the exposure of sensitive data and reduce the overhead on client devices, thereby
making SL particularly suitable for resource-constrained devices. Although SL prevents the direct transmission of
raw data, it does not alleviate entirely the risk of privacy breaches. In fact, the data intermediately transmitted to
the server sub-model may include patterns or information that could reveal sensitive data. Moreover, achieving a
balance between model utility and data privacy has emerged as a challenging problem. In this article, we propose
a novel defense approach that combines: (i) Adversarial learning, and (ii) Network channel pruning. In particular,
the proposed adversarial learning approach is specifically designed to reduce the risk of private data exposure while
maintaining high performance for the utility task. On the other hand, the suggested channel pruning enables the model
to adaptively adjust and reactivate pruned channels while conducting adversarial training. The integration of these two
techniques reduces the informativeness of the intermediate data transmitted by the client sub-model, thereby enhancing
its robustness against attribute inference attacks without adding significant computational overhead, making it well-
suited for IoT devices, mobile platforms, and Internet of Vehicles (IoV) scenarios. The proposed defense approach was
evaluated using EfficientNet-B0, a widely adopted compact model, along with three benchmark datasets. The obtained
results showcased its superior defense capability against attribute inference attacks compared to existing state-of-the-art
methods. This research’s findings demonstrated the effectiveness of the proposed channel pruning-based adversarial
training approach in achieving the intended compromise between utility and privacy within SL frameworks. In fact,
the classification accuracy attained by the attackers witnessed a drastic decrease of 70%.

KEYWORDS: Split learning; privacy-preserving split learning; distributed collaborative machine learning; channel
pruning; adversarial learning; resource-constrained devices

1 Introduction

Distributed Collaborative Machine Learning (DCML) represents a promising approach that allows
training machine learning models collaboratively across multiple data sources [1,2]. Specifically, such
collaboration reduces significantly computational overhead and the resource demands for training large
ML models [3]. Furthermore, DCML outperforms traditional methods by ensuring that the original data
remains private and undisclosed [2]. In particular, Split Learning (SL) [4] has emerged as an innovative
DCML technique that has attracted considerable attention. SL has been applied in various domains, including
autonomous vehicles in 6G networks [5], smart grid load forecasting [6], traffic flow prediction [7],
Unmanned Aerial Vehicle (UAV) [8], and sequential/satellite data processing [9]. In SL, the machine learning
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model is divided into client and server sub-models. Specifically, the client side is dedicated to training the
initial layers of the model using its local private data. Subsequently, the extracted features are transmitted
to the server, which resumes the training process. Such model split reduces the computational load on the
client side. This makes SL particularly advantageous for resource-limited devices such as IoT devices, mobile
phones, and Internet of Vehicles (IoV) [10-12]. Even though SL prevents the need to transmit raw data, the
extracted features can still pose a security risk. In fact, they may be exploited by adversaries to infer sensitive
attributes, or reconstruct the original data [13,14].

Various defense methods have been proposed to improve data privacy in the SL framework [I5].
Particularly, cryptographic techniques [16-19] were introduced to enable computations on encrypted data.
This allows the server to perform forward and backward propagation without accessing the original data.
However, such methods involve considerable computational overhead and latency, which exceed the capa-
bilities of tiny devices deployed in IoT or IoV networks [20]. Additionally, Differential Privacy (DP) has been
suggested to mitigate potential private information leakage by adding controlled Gaussian or Laplacian noise
to the model parameters or the intermediate data [21-23]. Even though DP provides a quantifiable privacy
guarantee, it affects the model’s performance [24]. More recently, Adversarial Representation Learning
(ARL) [25-27] has been developed to enhance data privacy using two networks. The first one is the primary
network used to optimize the model of the utility task while reducing the risk of private data exposure. On the
other hand, the second network represents a proxy-adversary model designed to infer sensitive information.
Notably, the objective functions in ARL aim at balancing high accuracy for the target task with effective
protection of sensitive information.

Notably, most of the existing ARL-based methods for SL framework are not tailored for resource-
constrained client devices, such as edge devices within the IoV ecosystem. Conversely, techniques like
knowledge distillation, network pruning, and quantization focus on compressing ML models in order to
reduce their size without impacting the task accuracy [28,29]. In addition to their primary purpose of
optimizing neural networks, network pruning also aims to mitigate the risk of private data leakage during
DCML inference phase [26,30].

Considering the existing literature, many privacy-preserving approaches in DCML, particularly in
split learning, exhibit a lack of balance between privacy and accuracy on resource-constrained devices.
For instance, some methods offer strong resistance to privacy attacks but suffer from significant drops in
accuracy. Conversely, other methods maintain acceptable performance but are impractical for deployment
on devices with limited computational resources. To address these challenges, this paper introduces a novel
defense approach designed to shield against attribute inference attacks. Specifically, adversarial training and
network channel pruning are coupled to achieve an improved utility-privacy tradeoff for SL frameworks.
More specifically, the proposed Channel Pruning-based Adversarial Training (CPAT) approach consists
of two main phases. The first one is held offline for joint adversarial training and channel pruning. The
association of these two techniques enables the deep learning model to adaptively adjust and reactivate
the channels pruned throughout the training process. This reduces the informativeness of the intermediate
data transmitted by the client model, making it more robust against attribute inference attacks. The
second CPAT phase consists of the online inference task. In contrast to existing defense methods, like
homomorphic encryption, which increase significantly the computational overhead on client devices, this
research introduces an efficient and lightweight defense approach against attribute inference attacks on SL
frameworks. The primary contributions of this study can be outlined as follows:

« Design and implement a privacy-preserving split learning framework that integrates: (i) adversarial
training and (ii) channel pruning. Combining these two techniques during training helps minimize the
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mutual information between the raw input data and the intermediate features exchanged within the split
learning architecture.

«  Evaluate the proposed CPAT framework in terms of both utility and privacy by conducting experiments
on three benchmark datasets: FairFac [31], CelebA [32], and CIFAR-10 [33].

o Conduct a comparative analysis of CPAT’s performance against state-of-the-art privacy-preserving
approaches to demonstrate its effectiveness.

o Couple CPAT with a lightweight model, namely EfficientNet [34] in order to showcase its deployment
on resource-constrained platforms, such as Internet of Vehicles (IoV).

The remainder of the article is structured as follows: Section 2 reviews privacy-preserving approaches
in SL framework. The proposed Channel Pruning-based Adversarial Training (CPAT) approach is detailed
in Section 3. The experiments conducted to assess the CPAT approach as well as the obtained results are
discussed in Section 4. Finally, Section 5 concludes the study and summarizes the key findings. Moreover, it
highlights the potential future directions for this research.

2 Literature Review

State-of-the-art privacy-preserving techniques in split learning can be broadly classified into three main
approaches, namely, Cryptographic techniques, Differential Privacy (DP), and Adversarial Representation
Learning (ARL). This section provides a comprehensive overview of these defense approaches and identifies
their advantages, limitations, and key research gaps.

In [16,19], the authors introduced a Homomorphic Encryption (HE)-based approach where the client
encrypts intermediate data before transmitting them to the server sub-model. Consequently, the server was
unable to reconstruct the client’s input data given the intermediate representations or gradients computed
during forward and backward propagations. Moreover, Khan et al. [35] integrated Secure Multi-Party
Computation (SMPC) with a random masking mechanism to enhance privacy within the SL framework.
Specifically, the client applied a random mask to the intermediate representations before transmitting them
to two non-colluding servers. These servers employed Function Secret Sharing (FSS), which enabled each to
operate on its privately shared function. The primary objective of this approach was to ensure that no single
server could reconstruct the client’s data or independently manipulate the feature space. Furthermore, the
study in [36] introduced a hybrid method that integrated HE and SMPC to enhance the privacy of data and
model parameters in a multi-server hierarchical setting. In particular, the HE ensured the confidentiality
of user inputs during both forward and backward propagation, while the SMPC granted robustness by
safeguarding the system even when most servers acted dishonestly. Although cryptographic techniques
exhibit significant privacy benefits, several drawbacks make them unsuitable for resource-constrained client
devices and real-world applications. These challenges include substantial computational and communication
overhead, high latency, and complex key management.

The researchers in [23] utilized a DP defense technique to introduce a new activation function
called R’eLU. The key idea was to incorporate randomness in the intermediate data in order to prevent
reconstructing raw data or inferring private attributes by the attackers. The work in [23] extended the
Rectified Linear Unit (ReLU) activation function, which typically assigns zero to negative inputs while
keeping positive values unchanged, and introduced R*eLU instead. The latter activation function randomizes
the negative inputs using randomized responses and Laplacian noise during the activation computation
(instead of zeroing them). Even though DP can provide a verifiable privacy guarantee, its implementation
often results in a noticeable degradation in model performance [24].
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Alternative defense approaches using noise injections have been explored [21,37]. In particular, the
authors in [37] outlined a method to learn additive Laplace noise distributions intended to reduce consid-
erably the informative content of the raw data. Specifically, the method relied on two phases; The first one
represents an offline stage where additive noise distributions are calculated as part of a disjoint learning
process. In addition, the loss function was designed to balance privacy and accuracy. This was achieved
through decreasing the mutual information between the original and intermediate data. On the other hand,
during the second online phase (inference phase), the client selects a random distribution from the collection
of noise distributions generated in the first phase and applies it to the intermediate activation. Furthermore,
the authors in [21] depicted a method that injects dynamically noise into intermediate data based on the
input features, leveraging a self-attention mechanism. This enables the model to selectively focus on different
feature regions to determine the optimal noise levels. In other words, less noise is added to the sensitive
image regions in order to preserve the accuracy of the target task. Conversely, more noise is applied to the
less sensitive areas to enhance privacy. One should note that adding noise to the intermediate data during
the inference phase may introduce slight computational and latency overheads. This would be inconvenient
for real-time applications and/or resource-constrained environments.

In [38,39], the researchers proposed an adversarial training technique by incorporating a proxy
adversary model throughout the training phase. In particular, the study [38] demonstrated that defending
against data reconstruction attacks does not inherently prevent attribute inference attacks, and vice versa.
Therefore, they developed a framework including two distinct proxy adversaries: The adversary classifier
and the adversary reconstructor. Besides, the client’s objective function was designed to minimize the cross-
entropy loss of the main task, reduce the mutual information between the original and reconstructed data,
and maximize the cross-entropy loss of private attributes. Conversely, the server model’s objective function
aims at minimizing the cross-entropy loss of the main task. Meanwhile, the adversary classifier relies on
the cross-entropy loss between the ground truth labels for the private attribute and the corresponding
predictions. Moreover, the authors in [39] highlighted the effectiveness of employing a related, but not
identical metric in the optimization function used for adversarial training. Specifically, the client model was
trained to enhance the likelihood of the target utility while simultaneously maximizing the entropy of the
private attribute. The key benefit of this approach lies in its ability to preserve privacy. Notably, the use of
entropy during training eliminates the need for private labels, thereby enhancing data privacy. Moreover,
recent studies examined adversarial training defense approaches handling different data modalities [40,41].
Specifically, the research in [40] used a text dataset for a text classification task, while the researchers in [41]
employed video datasets in their analytics application. Although both studies reported satisfactory outcomes,
further comparisons with other privacy-preserving approaches are necessary to prove their effectiveness.
The study in [26] highlighted the susceptibility of adversarial learning methods to data reconstruction and
attribute inference attacks. To mitigate these vulnerabilities, DISCO [26] introduced a Filter Generating
Network (FGN) on the client side, which generates dynamic filters to selectively prune the channels that
are prone to reveal private attributes. These dynamic filters output either Zero or One; Zeros deactivate
the channels associated with the private attributes, while Ones activate the channels relevant to the task
attribute. FGN was trained to minimize the cross-entropy loss for the target task while maximizing the private
attribute’s cross-entropy loss. Although combining channel pruning with adversarial learning improves data
privacy by mitigating certain attacks, incorporating FGN increased drastically the overhead on the client
side. This limitation is even more significant in resource-constrained environments, such as IoT devices.

Additionally, the authors in [42] combined Class Activation Maps (CAMs) and Autoencoders (AEs)

to selectively mask sensitive regions in the input data. Specifically, CAMs were used to identify which parts
of the image were important for the primary task and which parts might reveal sensitive attributes. These
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sensitive regions were then either blurred or blacked out to create a protected version of the input. An
autoencoder was trained to learn the mapping from the original feature map to this protected version,
enabling it to automatically transform feature maps during inference without modifying the original model.
One limitation of this approach is the additional computational overhead, as training and deploying an extra
autoencoder increases complexity and may restrict its applicability on resource-constrained devices.

Table 1 summarizes the reviewed defense methods in SL framework, detailing the architecture used, the
datasets involved, and the considered targeted privacy attacks. As it can be noticed, the review highlights
the promising potential exhibited by the adversarial learning techniques to enhance data privacy within split
learning frameworks. However, a significant challenge lies in balancing data privacy, task accuracy, and the
computational load on edge devices. To address this challenge, this research depicts a novel defense approach
that combines channel pruning with adversarial training to shield against attribute inference attacks.

Table 1: Overview of the privacy-preserving approaches in SL framework

Privacy-
Article preserving Model type Dataset Privacy attack
approach
Khan et al. [19] HE CNN MIT-BIH, PTB-XL Data Reconstruction
Model i
Pereteanu et al. [18] HE CNN CIFARIO0 ode e?(tr'actlon
Membership inference
Khan et al. [35] SMPC an.d Data CNN MNIST Feature-Space Hijacking
masking attack
Chen and . .
. MPC and HE CNN N/A Model inversion attack
Khisti [36]
MovieLens, Attribute inference
Maoetal. [23] DP_RRand DP_L CNN BookCrossing, Data Reconstruction
MNIST, CIFAR100 Feature hijacking
Gao etal. [21] Noise-based CNN VOC2012, VGGFace2 Attribute inference
) MNIST, CIFARI10, . .
Mireshghallah Noise_based CNN SVHN, CelebA, 20 Attribute 1nferenFe
etal. [22] Data Reconstruction
Newsgroup
Lietal. [38] ARL CNN CelebA, LFW Data Reconstruction
Attribute inference
MNIST, CIFAR-10, Reconstruction
Liu et al. [25] ARL CNN, MLP  ImageNet, Ubisound, . i
Attribute inference
Har, SataeFarm
Roy and Extended Yale B, . .
ARL CNN Attribute inf
Boddeti [39] CIFARI0, CIFAR100 ribute inferefice
Alnasser ARL Transformers TrustPilot Attribute inference
etal. [40]
Du et al. [41] ARL CNN AM-FED+, pEVip ~ Data Reconstruction

Attribute inference

(Continued)
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Table 1 (continued)

Privacy-
Article preserving Model type Dataset Privacy attack
approach
Singh et al. [26] ARL and Channel FairFace, CelebA, Data Reconstruction
& S pruning CIFAR-10 Attribute inference
Data R tructi
Higgins et al. [42] DM CNN CelebA ata Reconstruction

Attribute inference

Note: HE = Homomorphic Encryption; SMPC = Secure Multi-Party Computation; DP_RR = Differential Privacy
(Randomized Response); ARL = Adversarial Representation Learning; DP_L = Differential Privacy (Laplacian Noise);
DM = Data Masking.

3 Proposed Channel Pruning Based Adversarial Training

Prior to initiating the training and testing processes, the proposed Channel Pruning-based Adversarial
Training (CPAT) approach partitions the machine learning model into client and server sub-models. Con-
sistently, CPAT consists of two main phases; (i) An offline phase which performs simultaneous adversarial
training and channel pruning, and (ii) An online phase that consists of the inference stage. Fig. | illustrates
the adversarial training phase along with the three considered models. Namely, it presents the client model
(M,), the server model (M), and the proxy-adversary model (M,4,). One should mention that these models
are trained jointly using their respective objective functions. This supports the key contribution of this
work which applies adversarial training on the client, server, and proxy-adversary models. In particular,
the proposed approach aims at maximizing the adversary’s classification error, while minimizing the
classification error of the server model. Besides, the scaling factor (y) associated with the batch normalization
layer is jointly optimized during the training phase to identify the least significant network channels without
degrading the overall model performance.

-
amm
wmm
wm
7
wmm

Classification
result of task
attribute

Edge device D

Input image
(x) Client model
Classification
> result of private
attribute

Proxy-adversary model

Figure 1: Adversarial training in SL framework

Initially, the optimization of the client sub-model parameters is defined as follows:
0. =argp, minL (M;) — ML(Ma4y), €))

where 0, represents the client model parameters, and A, serves as the tradeoff parameter. In addition, L(M;)
refers to the cross-entropy loss function calculated using the ground truth labels of the task attribute and
the predictions obtained using the server model. Besides, L(M,4,) represents the cross-entropy loss function
derived using the ground truth labels of the private attribute and the corresponding predictions generated
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by the proxy-adversary model. In fact, the client objective function in (1) is formulated to minimize the task
attribute loss while maximizing the private attribute loss of the proxy-adversary model.

In order to obfuscate the private attribute transmitted by the client, channel pruning is integrated into
the proposed adversarial training process. Specifically, the channels that provide minimal contribution to
the model’s target task are pruned. To avoid imposing additional overhead on the client model, the scaling
factor, y, of each channel in the Batch Normalization (BN) layer is utilized as an importance score. In fact,
applying LI regularization to the scaling factor (y) induces sparsity by penalizing its magnitude during
training, enabling the identification of the least significant channels. Consequently, the optimization of the
client model’s parameters is represented as follows:

0. =argp, minL (M;) — ML(Mya,) + A2f (y), @

where f(y) =|y|, is the L1 regularization term used to achieve sparsity, while A, serves as the tradeoff parameter.
Additionally, a sub-gradient descent approach [28] is employed as the optimization technique for the non-
smooth L1 penalty term.

Moreover, the server model is collaboratively trained alongside the client model in an end-to-end
fashion. A cross-entropy loss, quantified using the predicted probability distribution and the ground truth
labels, is adopted to assess the performance of the server model. In alignment with the objective function
of the client sub-model, an L1 regularization is incorporated into the server’s objective function to achieve
sparsity and identify the least significant channels. The server’s objective function is defined as follows:

L(M;) = CCE(y,7) + 12 (y) 3)

where CCE represents the categorical cross-entropy which measures the difference between the ground-truth
labels y and the corresponding prediction .

On the other hand, the proxy adversary model obtains the intermediate data, Z, with the intent of
inferring the private attribute p. Specifically, the proxy adversary network proceeds as a classifier module
optimized through the minimization of the considered CEE loss. In particular, the loss function of the
proxy-adversary model is formulated as follows:

L (Madv) = CCE(p) f)) (4)

where p is the ground-truth label of the private attribute, while p represents the corresponding prediction
generated by the proxy adversary model.

Furthermore, channel pruning is conducted jointly during the training process. As illustrated in Fig. 2
the least significant channels in the BN layers are pruned after P; epochs. This process begins by traversing
the client and server sub-models obtained from the previous adversarial training phase to identify all BN;
layers. For each sub-model, an importance score is assigned to each channel, chj, based on the absolute value
of its corresponding scaling factor, y;;. The channels with smaller y values contribute less to the output and are
therefore considered less important. Accordingly, the importance scores are sorted, and the channel pruning
is executed according to the predefined pruning ratios.

One should note that performing the channel pruning during the training process enables the model
to dynamically adjust and reactivate the pruned channels. Consequently, the intermediate data exchanged
between the client and the server sub-models becomes less informative and more resistant to attribute
inference attacks. In fact, it reduces the mutual information between the intermediate data and the original
data within the SL framework. The training process of the proposed CPAT is outlined in Algorithm 1.
Moreover, during the online inference phase, the original data X is processed by the client model M,” which
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produces the intermediate activation Z. This intermediate representation is subsequently transmitted to the
server model, M’, which predicts the class value for the task attribute. Finally, the server handles the resulting
outputs and, if needed, forwards them back to the client’s side.

Identify batch normalization (BN)

layers

!

Calculate the importance score (y)

<+ --

for each channel Pyepochs

v

Rank the importance scores

v

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
1
Prune the least important ==

channels

Figure 2: Pruning the least significant channels according to the scaling factors associated with batch normalization
layers

In this research, we adopted the architecture considered in the server side for the threat model.
Particularly, the adversary attempts to extract the private attribute using the intermediate data transmitted by
the client during the inference process. Additionally, we assume that the attackers have access to the original
test set. This enables them to use it for training and testing their own model. Such attacks are practically
feasible in case the adversary obtains limited access to the intermediate activations, Z, and the corresponding
ground-truth labels of their private attribute (p). Such restricted access might be granted through a malicious
or colluding client in SL framework. Furthermore, two scenarios were implemented to examine varying levels
of adversarial capabilities. Namely, Attack-1 assumes that the attacker possesses relevant knowledge on the
client model’s architecture. On the other hand, Attack-2 presumes that the attacker knows both; the client
model’s architecture as well as some hyperparameters such as the learning rate. This additional knowledge
of a key hyperparameter presents an elevated threat level.

Algorithm 1: Channel pruning-based adversarial training (CPAT)

Input: Dataset: D, Training epochs: E, Client model: M. with parameter 0., Server model: M; with
parameter 0;, Proxy-adversary model: M4, with parameter 0,4,, Pruning rate of client model: P,, Pruning
rate of server model: P;, Pruning interval: P;
Output: Pruned models M., M,
for epoch e=1 ... E do
for each batch (x,y)e D do
#Clinet model
Forward propagation to generate smashed data Z «— M, (6, x)
Send Z to M, and My,

#Server model

Forward propagation to generate prediction label y «— M; (6;; Z)

Compute loss function L (M;) «— CCE (y,9) + A.f(y)

(Continued)
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Algorithm 1 (continued)

Calculate the gradients VL (M) and update the parameter 6;
#Proxy-adversary model
Forward propagation to generate prediction label of the private attribute p «— M4, (6aav; Z)
Compute loss function L( M,4,) «— CCE (p, p)
Calculate the gradients VL (M,4,) and update the parameter 6,4,
#Clinet model
Receive the gradients VL (M;), VL (Ma4,)
Update the parameters 6. «— argg, minL (M;) — M\L(Maa,) + A2f(y)

end for

# Channel pruning for client and server models

if epoch e% P; ==0:

for each M, and M; models do

Collect {y11, y125 - - - y,j} for each channel ch; in batch normalization layer BN;
Sort the importance scores = Sort ({|yul, [y2]> ... [yijl})
Prune P,.%, P;% of the least important channels
end for
end if

end for
return M., M,

4 Experiments

In the experiments outlined below, three image datasets were considered to validate and analyze the
performance of the proposed CPAT approach. In particular, we used the FairFace [31] dataset which includes
a collection of 108,501 facial images of resolution of 128 x 128 pixels. It also encloses the race, the gender,
and the age group as attributes associated with each image. One should note that in this research, the
“gender” was selected as task attribute, while the “race” was considered as the private attribute. Moreover, the
CelebA [32] dataset, which encloses 202,599 celebrities’ images of resolution 178 x 218 pixels, was utilized
to assess the proposed approach. In fact. CelebA images represent 10,177 unique identities, annotated using
40 attributes. In the subsequent experiments, we chose “smiling” and “male” as task attribute, and private
attribute, respectively. Lastly, the CIFAR-10 [33] dataset consists of 60,000 color images, each with a resolution
of 32 x 32 pixels, categorized into 10 distinct classes. Each image is manually labelled as either living or
non-living. In our experiments, the “class” was used as the task attribute, while the “living/non-living” was
considered as the private attribute.

Besides, two Deep Learning (DL) models, namely ResNetl8 [43] and EfficientNet-BO [34] were
investigated in this study. In fact, ResNetl8 is an 18 layers convolutional neural network structured using
eight residual blocks. Each block comprises two convolutional layers, ReLU activation functions, and batch
normalization. The key feature of ResNetl8 consists in the use of residual, or skip connections, which
link earlier layers directly to later ones. This mitigates the vanishing gradient issue during the training
process. Table 2 presents the detailed architecture of the considered ResNet18 model.

For the split learning framework setup, we divided ResNetl8 network into two halves. The first one
includes stages 1 to 3, constituting the client sub-network. The second half enfolds stages 4 to 7, forming the
server sub-network. Since the goal of the attribute inference attacks is to classify the private attribute, we
adopted the same architecture for both; the server sub-model and the proxy-adversary model.
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Table 2: Architecture of the considered ResNetl8

Stage Layer name Output size ResNetl8
1 convl 112 x 112 x 64 7 x 7,64, stride 2
) I, stride 2
5 conv2 x 56 x 56 x 64 3 x 3, max pool, stride
3x3,64
x 2
[3 x 3,64 :|
3x3,128]
3 COHV3_X 28 x 28 x 128 _3 x 3, 128 ]
3 x3,256 |
4 conv4_x 14 x 14 x 256 33,256 | 2
[3x3,512]
5 conv5_x 7 x 7 x 512 -3 % 3,512 | x 2
6 Average pool Ix1x512 7 x 7 average pool
7 Fully connected 2 512 x 2 fully connections

As one of the main objectives of split learning consists in reducing the computational burden on the
client side, we also deployed the proposed CPAT approach using the lightweight model EfficientNet which
employs Mobile Inverted Bottleneck (MBConv) layers that associate depth-wise separable convolutions
with inverted residual blocks. Additionally, it incorporates the Squeeze-and-Excitation (SE) optimization
to further improve performance. One should mention that in this research, we utilized the baseline model
EfficientNet-B0 [34]. The lightweight design of EfficientNet-B0 makes it particularly suitable for deployment
in environments with constrained resources, including IoT and IoV environments. In the split learning
architecture, we divided the EfficientNet-B0 model into two sub-models: the client model includes stages 1
through 8, whereas the server model comprises the final stage. The detailed architecture of the considered
EfficientNet-B0 is depicted in Table 3.

Table 3: Architecture of the considered EfficientNet-B0

Stage Operator Resolution H x W #Channels #Layers
1 Conv3x3 224 x 224 32 1
2 MBConvl, k3x3 112 x 112 16 1
3 MBConv6, k3x3 112 x 112 24 2
4 MBConv6, k5x5 56 x 56 40 2
5 MBConvé, k3x3 28 x 28 80 3
6 MBConv6, k5x5 14 x 14 112 3
7 MBConv6, k5x5 14 x 14 192 4
8 MBConv6, k3x3 7 x7 320 1
9 Convlxl & Pooling & FC 7x7 1280 1

Moreover, different statistical metrics were used to assess the classification performance of the proposed
CPAT model, and the attribute inference attacks model. Specifically, these performance metrics include the
accuracy, the precision, the recall, and the Fl-score [44].
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This research experiments were conducted using an Intel® Core™ i9-14900F CPU running at 2.00 GHz,
64 GB RAM, and NVIDIA GeForce RTX 4080 SUPER machine. The proposed approach, along with all
state-of-the-art methods, were implemented using PyTorch framework [45].

The training of the considered ResNetl8 [43] and EfficientNet-B0 [34] models was conducted using a
learning rate of 0.0003 and the Adam optimizer across all datasets. The number of epochs was set to 25 for
FairFace [31] with both models, while for the CelebA [32] dataset, the number of epochs was set to 15 and 8 for
the ResNet18 and EfficientNet-B0 models, respectively. In the case of the CIFAR-10 [33] dataset, the ResNet18
model was trained for 150 epochs, while the EfficientNet-B0O model was trained for 100 epochs. Moreover,
the adversarial training tradeoff parameter, A;, was evaluated using three values: 0.3, 0.5 and 0.7. Based on
the experimental results, 0.5 was identified as the optimal value in most cases, achieving an effective balance
between accuracy and privacy. Similarly, the channel pruning tradeoff parameter, A,, was tested with four
values: 0.01, 0.001, 0.0001, and 0.00001. Consequently, 0.0001, and 0.001 were chosen for ResNet18 model and
EfficientNet-B0 model, respectively, providing the best utility-privacy tradeoff across both datasets.

The attribute inference attack model was trained and tested using the original test subsets of FairFace,
CelebA, and CIFAR-10. Specifically, 70% of each dataset was designated for training, while the remaining
30% was utilized for testing. Table 4 provides an outline of the hyperparameter configurations applied to
both the proposed CPAT approach and the attack model.

Table 4: Hyperparameters of CPAT and attack models

CPAT
Hyperparameters Dataset EfficientNet- Attack model
ResNetl8 [43]
B0 [34]
FairFace 25 25 100
# Epochs CelebA 15 8
CIFAR-10 150 100
FairFace 256 256
Batch size CelebA 256 256 128
CIFAR-10 128 128
Learning rate 0.0003 0.0003 0.0003/0.01
FairFace 0.5 ~
A CelebA 0.5 0.3
CIFAR-10 ’
Az 0.0001 0.001 -
FairFace 5 5 ~
p, CelebA 1 1
CIFAR-10 25 25
FairFace 50%, 50% 50% ~
P.%, P.% CelebA 70%, 70% 70%

CIFAR-10 60%, 40% 60%
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In the following, we present the empirical findings that showcased CPAT effectiveness in obfuscating
sensitive data within a typical split learning framework. In particular, we conducted a thorough analysis
of the privacy and utility implications of the proposed channel pruning-based adversarial training using
benchmark datasets. Moreover, we compared the results obtained using CPAT with those achieved by
relevant state-of-the-art techniques. Furthermore, we investigated various factors that affect the model’s
performance including the position of the split point, the pruning ratio, the correlation between task and
private attributes, and the architecture of the considered attacks. Finally, we evaluated the testing time
performance of various defense approaches, as well as the computational cost and model size of the proposed
CPAT approach. Further details on all experiments are provided in the following subsections.

4.1 Robustness against Attribute Inference Attacks

This experiment investigates the model’s performance and the robustness of three different approaches
against attribute inference attacks. Namely, these approaches are split learning, adversarial training, and
adversarial training with channel pruning. The main objective of these use cases is to demonstrate the
effectiveness and privacy implications of integrating two defense techniques within the SL framework.
Specifically, a proxy-adversary model was initially employed to perform adversarial training throughout the
training process. Then, the channel pruning was incorporated into this adversarial training process. Table 5
shows the task performance achieved by the three approaches using ResNetl8 [43] model along with
FairFac [31], CelebA [32], and CIFAR-10 [33] datasets.

Table 5: Task performance achieved using two defense approaches along with ResNet18 [43] model for FairFac [31],
CelebA [32], and CIFAR-10 [33] datasets

Dataset Method Task Accuracy
Accuracy Precision Recall  Fl-Score

Split learning 0.8450 0.8649 0.7943 0.8252

FairFace [31] Adversarial training 0.8169 0.8244  0.7753 0.7962
CPAT 0.8183 0.8428 0.7560 0.7968

Split learning 0.9158 0.9138  0.9181 0.9154

CelebA [32] Adversarial training 0.9056 0.9357  0.8707 0.9014
CPAT 0.9124 0.9428 0.8780 0.9086

Split learning 0.8597 0.8620  0.8586 0.8602

CIFAR-10 [33]  Adversarial training 0.8143 0.8315 0.8119 0.8214
CPAT 0.8121 0.8165 0.8104 0.8134

As it can be seen, the baseline split learning approach yielded high scores across all metrics using
FairFace [31]. Precisely, it achieved an accuracy of 84%, a precision of 86%, a recall of 79%, and an Fl-score
of 82%. On the other hand, the performance of adversarial training and CPAT slightly declined, achieving
an accuracy of approximately 81% and an Fl-score of around 80%. Similarly, as reported in Table 5, the split
learning approach achieved consistently high scores, of approximately 91%, for CelebA [32] dataset with
respect to all metrics. Moreover, both adversarial training and CPAT maintained the accuracy level at 91%,
with an increase in precision which attained 94%. For the CIFAR-10 [33] dataset, split learning achieved an
accuracy of 85%, while adversarial training and CPAT observed a minor decline of about 4%. Overall, the
proposed CPAT preserved the task performance at acceptable levels for all datasets.
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Moreover, Table 6 depicts the accuracy of the attribute inference attacks (Attack-1) in classifying the
private attribute given the intermediate data transmitted by the client during the inference process. As one
can see, for split learning, the attacker was able to infer the private attribute with remarkably high accuracy,
exceeding 90% for all datasets. This result highlights the vulnerability of the transmitted intermediate
data to attribute inference attacks, underscoring the critical need for implementing privacy-preservation
techniques within split learning frameworks. Besides, the adversarial training enhanced slightly the privacy
of intermediate data in such a framework. Specifically, the privacy accuracy decreased by 7% and 1% for
FairFace [31] and CelebA [32] datasets, respectively. On the other hand, the proposed CPAT approach yielded
significantly better privacy. For FairFace [31] dataset, the privacy accuracy decreased by approximately 70%,
while it dropped by around 37% for the CelebA [32] and CIFAR-10 [33] datasets.

Table 6: Privacy achieved by Attack-1 using ResNet18 model on FairFace [31], CelebA [32], and CIFARIO [33] datasets

Dataset Split learning  Adversarial training CPAT
FairFace [31] 0.910 0.834 0.196
CelebA [32] 0.986 0.974 0.612

CIFAR-10 [33] 0.951 0.960 0.586

This demonstrates that optimizing the scale factor during CPAT training phase leads to an effective
identification of the least significant channels. Furthermore, combining adversarial training with channel
pruning during the training process reinforces privacy by obfuscating the private attribute in the intermediate
data without impacting the model’s overall performance. Accordingly, one can claim that the proposed
approach improves resilience to attribute inference attacks and exhibits a better privacy-utility trade-off.

In the next experiment, we investigated the integration of the lightweight EfficientNet-B0 [34] model
into CPAT. This experiment was conducted on both attack scenarios using FairFac [31], CelebA [32],
and CIFAR-10 [33] datasets. As detailed in Table 7, CPAT task performance decreased slightly, by 2% for
FairFace [27] dataset. Despite this minor reduction, CPAT achieved significantly better privacy compared
with the baseline approach. Notably, for FairFace [31] dataset, the privacy accuracy decreased by 70% for
both Attack-1 and Attack-2 scenarios. One should note that for the Attack-2 scenario, the attacker gains
an advantage by leveraging knowledge of the client model’s learning rate, which enhances considerably
its ability to infer the private attribute. In fact, the privacy accuracy for Attack-2 reached 98% using the
baseline split learning approach. Consistently, the proposed CPAT demonstrated substantial resilience
against attribute inference attacks on the CelebA [32] dataset. Specifically, the privacy accuracy dropped by
37% for both attack scenarios without compromising the model’s performance. Similarly, when applying the
CPAT approach to the CIFAR-10 [33] dataset, the privacy accuracy decreased by 38% and 11% for Attack-1
and Attack-2, respectively.

These results highlight the effectiveness of the CPAT approach, even when the adversary has access to
the client model’s learning rate. The identification and removal of the least significant channels resulted in
strong obfuscation of private data. Furthermore, integrating lightweight models with CPAT proved effective,
successfully defending against attribute inference attacks while maintaining task accuracy.
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Table 7: Task and privacy performances achieved by CPAT using EfficientNet-BO model along with FairFac [31],
CelebA [32], and CIFAR-10 [33] datasets

Dataset Method Task Accuracy 1 Prlva‘aftAclflirfcy Prlva;:rt A(l:(a;rfcy
Accuracy Precision  Recall F1-Score ac ac

FairFace [31] Split learning 0.845 0.864 0.794 0.825 0.910 0.986
CPAT 0.827 0.856 0.758 0.801 0.196 0.196

Split learning 0.915 0.913 0.918 0.915 0.989 0.997

CelebA [32] CPAT 0.913 0.901 0.928 0.913 0.612 0.612
Split learning 0.859 0.862 0.858 0.860 0.951 0.993

-10 [33

CIFAR-10 [33] CPAT 0.814 0.822 0.8134 0.817 0.586 0.880

4.2 Comparison with Relevant State-of-the-Art Methods

In this section, we compare the performance of the proposed CPAT approach with four relevant
defense methods. Namely, PAN [25], Noise-based [46], DISCO [26], and Nopeek [47] were used in this
experiment. One should note that these defense methods are also based on ResNet18 [43] model. This ensures
a fair and objective comparison of the different approaches. As presented in the previous section, the task
accuracy of the baseline-split learning-approach reached 84%, 91%, and 85% for FairFac [31], CelebA [32],
and CIFAR-10 [33] datasets, respectively. Fig. 3 demonstrates that PAN [25], DISCO [26], Nopeek [47], and
CPAT maintained the task performance at satisfactory levels for all datasets. Specifically, in Fig. 3a, the task
accuracy ranged between 81%-83%, while the Fl-score was approximately 80% for FairFace [31] dataset. For
the CIFAR-10 [33] dataset, the accuracy and Fl-score ranged between 81% and 85%. On the other hand,
both accuracy and Fl-score were maintained at around 90% for CelebA [32] dataset. Conversely, the Noise-
based [46] technique yielded a considerable reduction in task performance for all datasets. For instance,
the task accuracy decreased to 69% for FairFace [31] dataset, 81% for CelebA [32] dataset, and 46% for
CIFAR-10 [29] dataset. Moreover, the Fl-score dropped to 62%, 80%, and 48% for FairFac [31], CelebA [32],
and CIFAR-10 [33] datasets, respectively.
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Figure 3: Task performance achieved by the considered defense approaches using (a) FairFace [31], (b) CelebA [32],
and (c¢) CIFAR-10 [33] datasets

Furthermore, we assessed the effectiveness of all defense approaches in obfuscating the private attribute
during the inference phase of the split learning framework. The evaluation was conducted for both attribute
inference attack scenarios: Attack-1 and Attack-2. As illustrated in Fig. 4a, PAN [25] and Nopeek [47]
moderately improved data privacy against Attack-1 on the FairFace [31] dataset, reducing the privacy
accuracy to 83% and 62%, respectively. In contrast, the Noise-based [46] approach, DISCO [26], and the
proposed CPAT enhanced significantly data privacy which dropped to approximately 20%. One should
note that although the Noise-based [46] approach succeeded in obfuscating the private attribute in the
intermediate data, its task accuracy was drastically affected. For Attack-2 scenario, all defense approaches,
except CPAT, exhibited high vulnerability to attribute inference attacks, with an accuracy exceeding 90%.
In contrast, the proposed approach with EffiecientNet-BO model demonstrated superior resistance to such
attacks. In fact, it maintained the privacy score at approximately 20%, even when attackers had access to the
learning rate of the client model.

Besides, Fig. 4b depicts the privacy accuracy results obtained by attribute inference attacks on the
CelebA [32] dataset. As it can be seen, both attacks were able to infer easily private attributes from
intermediate data generated by PAN [25] and DISCO [26] approaches. Additionally, the Noise-based
approach [46] and Nopeek [47] considerably perturbed the intermediate data transmitted by the client model
in the Attack-1 scenario. However, under more advanced attacks, such as Attack-2, both approaches were
unable to obfuscate the private attribute. Particularly, privacy accuracy reached approximately 95% and 88%
for Noise-based [46] and Nopeek [47] approaches, respectively. In contrast, the proposed CPAT approach
using EffiecientNet-B0 model yielded superior privacy preservation, even when the attacker had access to
the client model’s learning rate. Specifically, the classification accuracy for the private attribute in Attack-1
and Attack-2 scenarios dropped to 61%.

For the CIFAR-10 [33] dataset, both the PAN [25] and DISCO [26] defense strategies showed that
the attacker could infer the private attribute with high accuracy, reaching 99% for both attack scenarios.
On the other hand, the Noise-based [46] defense improved privacy by reducing the privacy accuracy
to 58% when defending against Attack-1 as illustrated in Fig. 4c. However, when the attacker knew the
learning rate of the client model, the accuracy reached 99%, demonstrating the vulnerability of the Noise-
based strategy to Attack-2. In contrast, the Nopeek [47] defense successfully prevented the inference of
the private attribute, with privacy accuracy values of 40% and 58% for Attack-1 and Attack-2, respectively.
Additionally, the CPAT approach using ResNetl18 and EfficientNet-B0 models reduced the privacy accuracy
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to 58% for Attack-1. However, for Attack-2, the privacy accuracy dropped to 95% and 88% for ResNet18 and
EfficientNet-B0, respectively.
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Figure 4: Privacy accuracy recorded for the attribute inference attacks using five defense approaches on: (a) Fair-
Face [31], (b) CelebA [32], and (c) CIFARIO0 [33] datasets

These findings indicate that by integrating adversarial training with channel pruning throughout the
training process, CPAT reduced the informativeness of intermediate data transmitted between client and
server sub-models. This made the model less vulnerable to attribute inference attacks, thereby strengthening
privacy within the considered split learning framework.

4.3 Ablation Study

In this experiment, we investigated four different split points for the considered EfficientNet-B0 [34]
model. As illustrated in Fig. 5, the network was partitioned at distinct levels to study the impact of each
candidate split point. The obtained results are presented in Table 8. As it can be seen, the proposed CPAT
approach maintained an acceptable task performance using different split points for FairFac [31], CelebA [32],
and CIFAR-10 [33] datasets. The key idea of preserving the task performance lies in selecting appropriate
channel pruning ratios for the client and server sub-models. Additionally, for Attack-1 scenario, CPAT
yielded superior and consistent resistance to attribute inference attacks. In particular, the attacker accuracy
in inferring the private attribute at different split points did not exceed 20% and 60% for FairFace [27] and
CelebA [28] datasets, respectively.
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Figure 5: Split points associated with EfficientNet-B0O architecture. Adapted from reference [48]. Copyright 2022,
Springer Nature. Licensed under CC BY 4.0

Table 8: Task performance and privacy achieved by CPAT using different split points

Dataset Evaluation metrics Split point (SP)
SP1 SP2 SP3 SP 4
Accuracy 0.812 0.815 0.818 0.827
Task performance Precision 0.827 0.856 0.790 0.856
FairFace [31] P Recall 0.758 0.729 0.832 0.758
Fl-score 0.787 0.785 0.808 0.801
Privacy accuracy—Attack-1 0.196 0.196 0.196 0.196
Privacy accuracy—Attack-2 0.739 0.668 0.260 0.196
Accuracy 0.907 0.909 0.908 0.913
Task performance Precision 0.929 0.908 0.953 0.901
CelebA [3] P Recall 0.881 0.910 0.859 0.928
Fl-score 0.904 0.909 0.903 0.913
Privacy accuracy—Attack-1 0.612 0.612 0.612 0.612
Privacy accuracy—Attack-2 0.917 0.830 0.710 0.612
Accuracy 0.802 0.813 0.802 0.814
Task performance Precision 0.818 0.829 0.811 0.822
CIFAR-10 [33] P Recall 0.802 0.811 0.802 0.813
. Fl-score 0.810 0.820 0.806 0.817
Privacy accuracy—Attack-1 0.971 0986 0.965 0.587
Privacy accuracy—Attack-2 0.988 0.991 0.973 0.880

Conversely, defending against a stronger attack where the attacker knows the client’s learning rate,

such as Attack-2, proved to be more challenging. The results demonstrate that the privacy accuracy of

attribute inference attacks decreased significantly when deeper split points were employed. Specifically,

for FairFace [31] dataset, the attacker inferred the private attribute with an accuracy of 73% when Split 1
configuration was adopted. On the other hand, the accuracy dropped to 20% for the Split 4 scenario. Similarly,
the privacy accuracy reached 91% when CelebA [32] dataset was associated with Split 1 setting. However,
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it decreased to 61% for Split 4 with the same dataset. Moreover, for the CIFAR-10 [33] dataset, the attacker
achieved 98% accuracy under Split 1, while declined to 88% in the Split 4 setting. This is attributed to the
nature of machine learning models; as the layers become deeper, the relationship between input and output
becomes increasingly complex.

In addition, for Split point Split 1, we first set the pruning ratio to 50% for the server sub-model and
evaluated various pruning ratios for the client sub-model. Specifically, we varied the ratio from 50% to 90%.
As shown in Fig. 6, the pruning ratio of 50% yielded stable task accuracy. The recorded value remained
around 81%. However, the attribute inference attack was able to classify the private attribute with an accuracy
of 83%. Furthermore, the aggressive pruning ratio of 90% resulted in a significant decline in terms of task
accuracy. It drastically decreased to approximately 50%. In contrast, applying a pruning ratio of 70% yielded
the optimal balance between privacy and accuracy. The task accuracy remained at 81%, while the privacy
accuracy dropped to 73%.

—————— Baseline Task Accuracy BN Task accuracy
rrrrrr Baseline Privacy Accuracy (Attack-2) ¥ Privacy accuracy (Attack-2)

Accuracy

(50%, 50%) (70%, 30%) (70%, 50%) (70%, 70%) (90%, 50%)
Pruning ratio

Figure 6: Task and privacy accuracies achieved by the proposed EfficientNet-B0-based approach using different
pruning ratios (P.%, P;%) and FairFace [31] dataset

Next, we fixed the pruning ratio of the client sub-model to 70% because it yielded the best results.
Moreover, we investigated different pruning ratios for the server sub-model, ranging from 30% to 70%. As it
can be seen, using a pruning ratio of 70% to both sub-models, or a high pruning ratio to only one sub-model
(70% vs. 30%), affected the model’s performance. Specifically, the task accuracy decreased from 84% to 76%.
Consequently, setting the pruning ratios to 70% and 50% for both models mitigate the attribute inference
without compromising the task performance.

In the following, we consider two attributes spatially correlated when they depend on the same region
of interest. For instance, “Smiling” and “Wearing Lipstick” are highly correlated attributes in CelebA [32]
dataset. Fig. 7 demonstrates that the task performance achieved by CPAT remains consistently high across
all models whether the task and privacy attributes are correlated or not. On the other hand, Split Learn-
ing exhibits significant privacy vulnerabilities, with both Attack-1 and Attack-2 with accuracy reaching
approximately 100%. In contrast, combining the proposed CPAT with ResNetl8 [43] model reduced the
privacy accuracy from 99% to less than 80% while maintaining high task accuracy. Furthermore, associating
EfficientNet-B0-based CPAT with Split 4 showcased an even better privacy protection, reducing the attack
accuracies by 30% to 40%.
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Figure 7: Task performance and privacy evaluation of: (a) Uncorrelated attributes; task attribute = Smiling, and private
attribute = Male. (b) Correlated attributes; task attribute = Smiling, and private attribute = Wearing lipstick

Consistently, CPAT obfuscated effectively private attributes regardless of the selected task and private
attributes. As shown in Fig. 8a, the task and private attributes were “Attractive” and “High cheekbones”,
respectively. On the other hand, Fig. 8b sets the task attribute to “High cheekbones”, and the private
attribute to “Male”. As it can be seen, the use of ResNet18 [43] model reduced notably the privacy accuracy,
particularly in the Attack-1 scenario. Furthermore, deploying EfficientNet-B0 [34] model along with Split
4 configuration reduced the privacy accuracy to less than 60% for both attacks without compromising the
model’s performance.
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Figure 8: Task performance and privacy achieved when (a) The task attribute is “Attractive’, and the private attribute
is “High cheekbones”. (b) The task attribute is “High cheekbones”, and the private attribute is “Male”

As further investigation, two architectures were selected for the attribute inference attacks. As detailed
in Table 9, Architecture-1 corresponds to the second half of ResNetl8 [43] model, while Architecture-2
corresponds to the second half of ResNet34 [43] model. One should note that Architecture-1 is the same
architecture used as the proxy-adversary model for CPAT training. As one can see, even when the architecture
for private inference attacks differs from the one used during training, the intermediate data transmitted
by the client effectively obfuscates the private attribute. Specifically, the privacy accuracy of the attribute
inference attacks using both architectures remained around 60% using CelebA [32] dataset.
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Table 9: Privacy accuracy obtained using two ResNet model architectures-based attribute inference attacks

Layer name Output size Architecture-1 Architecture-2
3x3 256]
3 x 3,256 ’
4 14 x 14 x 25 ’ 2 x 6
conv4_x x 14 x 256 [3 o 3,256] x [3 x 3,256
3 x 3,512 3 x 3,512
conv5_x 7 x 7 x 512 [3 X3, 512:| x 2 [3 <3, 512] x 3
Average pool 1x1x512 7 x 7 average pool 7 x 7 average pool
12 x 2 full 12 x 2 full
Fully connected o1 oy 212 x -
connections connections
Privacy accuracy—Attack-1 0.612 0.612

The computational efficiency of the defense approach is crucial for real-time applications and/or
resource-constrained environments. Fig. 9 depicts the test time achieved by the baseline approach. Namely,
Split Learning achieved a test time of 0.0025 s. Among the four defense approaches, DISCO [26] yielded
the highest test time with an increase of 28%. This overhead is attributed to the additional Filter-Generating
Network (FGN), which introduces extra forward computations during inference and consequently increases
overall latency. Additionally, PAN [25] and Noise-based [46] approaches increased slightly the test time by
less than 10%. Nopeek [47] maintained the baseline time of 0.0025 s. In contrast, CPAT significantly reduced
the test time, achieving the lowest value at approximately 0.0020 s. This improvement can be attributed to
the lightweight model, namely Efficient-Net-B0 [34] adopted in the proposed architecture.
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Figure 9: Test time recorded for various defense techniques

In the following, we compare the computational cost and model size between the baseline Split
Learning model and the proposed CPAT approach, using the FairFace [31] dataset with ResNet18 [43], and
EfficientNet-B0 [34] models. In particular, three key metrics were considered for this experiment. Namely, we
used the total number of parameters measured in Millions (M), the parameter size measured in Megabytes
(MB), and the computational cost quantified in Giga Floating Point Operations Per Second (GFLOPs) to
assess the computational cost and size of the different models.

ResNet18 [43] contains a high number of parameters and computational operations, which can pose
challenges for deployment in resource-constrained devices. Specifically, the Split Learning approach results
in 11.17 million parameters and 2.08 GFLOPs, as shown in Fig. 10. In contrast, the CPAT approach achieves
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a significant reduction in both memory and computational demands. It reduces the number of param-
eters by approximately 49.8% (from 11.17 to 5.6M), the parameter size by around 49.0% (from 42.64 to
21.74 MB), and the FLOPs by about 48.3% (from 1.18 to 0.61 GFLOPs). Moreover, the CPAT approach
was integrated with the lightweight EfficientNet-BO [34] model, which contains 4M parameters, has a
parameter size of 15.29 MB, and requires 0.38 GFLOPs for computation. These results highlight the
efficiency of CPAT in terms of computation and memory usage, making it highly suitable for deployment in
resource-constrained environments.
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Figure 10: Number of parameters and FLOPs for Split Learning and CPAT

In summary, choosing an adequate split point and pruning ratio is essential for balancing data privacy,
task accuracy, and computational workload on the client side. Additionally, the findings of the experiments
showcased CPAT’s generalization capability. In other words, CPAT succeeded in protecting intermediate
data, regardless of the selected task and private attributes. In fact, the proposed adversarial learning approach,
which relies particularly on channel pruning to eliminate the least significant channels, enhances the
obfuscation of the private attributes while maintaining the model’s overall performance. Furthermore, CPAT
demonstrated remarkable computational efficiency and suitability for resource-constrained environments.

5 Conclusion

Data privacy has become a critical concern for state-of-the-art Machine Learning (ML) approaches, as
sensitive and private data is often involved in training the intended models. Recently, Split Learning (SL) has
emerged as a promising solution by partitioning neural networks into client and server sub-nets. Despite
its potential, SL remains vulnerable to various privacy threats, such as attribute inference attacks. In these
attacks, adversaries attempt to infer sensitive attributes from the intermediate representations transmitted
by the client sub-model. Existing defense approaches that address privacy concerns in SL face significant
challenges, such as maintaining an effective tradeoff between utility and privacy, and minimizing compu-
tational overhead on resource-constrained edge devices. In order to tackle these challenges, we proposed
the CPAT approach, which integrates adversarial training with channel pruning. The primary objective
of this association was to reduce the informativeness of the intermediate data transmitted by the client,
thereby limiting the adversary’s ability to infer private attributes. Particularly, adversarial learning reduced
the risk of private data exposure while maintaining high performance on the utility task. Additionally, the
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proposed channel pruning conducted alongside the adversarial training, enabled the model to adaptively
adjust and reactivate the pruned channels. The results demonstrated that the proposed approach succeeded
in balancing privacy and utility for the considered SL framework. Furthermore, the proposed CPAT approach
outperformed relevant state-of-the-art techniques by enhancing resilience against attribute inference attacks
without compromising the model’s performance.

Future research could focus on developing a comprehensive CPAT framework capable of addressing
multiple types of privacy attacks. In particular, extending this work to defend against data reconstruction,
attribute inference, and feature hijacking attacks represents a promising direction for further study. This
can be achieved by incorporating various proxy-adversary models and designing novel objective functions.
Moreover, various architectures can be investigated for the proxy-adversary model to further evaluate the
robustness of the CPAT approach across different machine learning models.
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