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ABSTRACT: In wireless communication transmission, image encryption plays a key role in protecting data privacy
against unauthorized access. However, conventional encryption methods often face challenges in key space security,
particularly when relying on chaotic sequences, which may exhibit vulnerabilities to brute-force and predictability-
based attacks. To address the limitations, this paper presents a robust and efficient encryption scheme that combines
iterative hyper-chaotic systems and Convolutional Neural Networks (CNNs). Firstly, a novel two-dimensional iterative
hyper-chaotic system is proposed because of its complex dynamic behavior and expanded parameter space, which can
enhance the key space complexity and randomness, ensuring resistance against cryptanalysis. Secondly, an innovative
CNN architecture is introduced for generating the key stream for the cryptographic system. CNN architecture exhibits
excellent nonlinearity and can further optimize the key generation process. To rigorously evaluate the encryption
performance, extensive simulation analyses were conducted, including visualization, statistical histogram, information
entropy, correlation, differential attack, and resistance. The method has shown a high NPCR (Number of Pixel Change
Rate) of 99.642% and a UACI (Unified Average Changing Intensity) value of 33.465%, exhibiting powerful resistance
to differential attacks. A series of comprehensive experimental tests have illustrated that the proposed scheme exhibits
superior distribution characteristics, which underscores the robustness and efficacy of the image encryption, and helps
for communication security.

KEYWORDS: Wireless communication; image encryption; two-dimensional iterative hyper-chaos; convolutional
neural network; diffusion and scrambling

1 Introduction

Wireless communication has evolved from 1G to 5G and is advancing at a rapid pace. 5G communication
is a novel mobile communication technology, which has many features, including high data rates, low delay,
and massive connectivity. It enables supporting applications of the Internet of Everything (IoE), such as the
Internet of Things (IoT), virtual reality, and high-definition live streaming [1]. Moreover, countries around
the world are actively advancing research and development of sixth-generation mobile communication
technology (6G) to meet future communication requirements [2].

However, an increasing number of edge devices will connect to the network, leading to a rise in
uncertainty. Therefore, communication security has consistently been a challenging issue in IoE technology.
If the transmitted images are not rigorously secured, the performance of such wireless communication
services is no longer reliable. Therefore, it is necessary to safeguard sensitive information during wireless
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communication transmission. Image encryption is the popular method for safeguarding the personal
information of transmitted images [3,4].

Chaos theory, distinguished by its nonlinear dynamics, inherent unpredictability, and extreme sensi-
tivity to initial conditions, has attracted significant interest in recent years [5]. The elaborate intricacies and
inherent randomness of chaotic systems, combined with their acute dependency on initial states, endow
them with pseudo-random properties that are highly desirable for image encryption applications [6]. Conse-
quently, chaos-based image encryption algorithms are a leading trend in the field of image encryption [7,8].

However, conventional chaos-based image encryption algorithms often face critical challenges in key
space security and dynamical degradation. Traditional one-dimensional chaotic systems, while computa-
tionally efficient, often exhibit oversimplified key spaces due to their limited control parameters and narrow
chaotic ranges. This structural simplicity renders them vulnerable to exhaustive key searches and attacks. On
the other hand, two-dimensional chaotic systems (e.g., Henon map, and coupled logistic maps) demonstrate
improved chaotic behaviors through expanded parameter spaces, but significantly increased computational
complexity [9,10]. Furthermore, the lack of adaptive mechanisms in traditional chaotic encryption often fails
to resist different attacks.

To achieve a harmonious blend between the complexities of high-dimensional and the efficiencies of
low-dimensional chaotic systems, this paper proposes an image encryption scheme based on the Iterative
Hyper-Chaos system and CNN system. This scheme can offer an expanded key space coupled with
more sophisticated dynamic behaviors. The encrypted images not only demonstrate superior distribution
characteristics but also ensure robust protection against potential communication interference and threats.
The main contributions are shown as follows.

(1) A two-dimensional chaotic sequence is proposed by extending the one-dimensional chaotic sequence.
The generated two-dimensional chaotic sequence can provide richer and more complex dynamic
characteristics and randomness. Therefore, it can enhance the key space complexity and randomness,
ensuring resistance against cryptanalysis.

(2) An innovative CNN architecture is proposed for generating the key stream. The CNN architecture
exhibits excellent nonlinearity and can further optimize the encryption process, and thus can ensure
diversity, unpredictability, and non-replicable of the key stream.

(3) Combining iterative hyper-chaos and CNN technologies, the proposed encryption method exhibits
superior distribution characteristics, which underscores the robustness and efficacy.

The paper is organized as follows. Section 2 reviews the related works about our method. Section 3
provides a detailed introduction to the proposed encryption scheme, including an iterative hyper-chaotic
system and CNN architecture. Moreover, the performance is verified through five key metrics in Section 4.
Finally, the conclusion is shown in Section 5.

2 Related Works
2.1 Chaos Theory

Chaos is a highly irregular and highly sensitive dynamic phenomenon that occurs in deterministic
nonlinear systems [11]. Chaotic systems typically exhibit the following basic characteristics, including
sensitivity to initial values, non-periodicity, dense periodic orbits, topological mixing, attractors, orbital
fractal structures, positive Lyapunov exponent, and so on.

Chaos mapping is an important support for chaotic systems, as its extreme sensitivity to initial values

leads to highly complex and unpredictable behavior in deterministic systems. This makes it applied in spread
spectrum communication, cryptography, image encryption, and other optimization algorithms [12-14]. Due
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to these characteristics, they can enhance the security of systems by generating complex, pseudo-random
sequences. However, although low dimensional systems such as Logistic chaotic systems [15] and Tent chaotic
systems [16] have simple structures and are easy to calculate, they also have problems such as limited pseudo
randomness, limited complexity, limited key space, and uneven distribution, and weak resistance to attacks,
which limit their performance and security in practical applications.

At the same time, high-dimensional chaotic sequences have larger parameter spaces and more complex
dynamic behaviors. However, they also bring problems such as high computational complexity and slow
iteration. This restricts the application of high-dimensional chaotic systems, especially in applications that
require real-time and efficiency, where speed bottlenecks often affect their practical application effectiveness.
Therefore, improving computational efficiency while ensuring sufficient security has always been a key
direction in chaotic research.

2.2 Chaos for Image Encryption

The behavior complexity and sensitivity of chaotic systems determine their widespread application
in image encryption. They are broadly categorized into low-dimensional and high-dimensional chaotic
systems [17,18].

Low-dimensional chaotic systems are characterized by their straightforward structure and com-
putational efficiency. Early iterations of image encryption algorithms predominantly leveraged such
low-dimensional systems [19,20]. For instance, Zhou et al. [21] employed a combination of multiple low-
dimensional chaotic maps for encryption. Feng et al. [22] more recently developed a novel 1D zero exclusion
chaotic system that innovatively pays attention to the standard eight-pixel values, leading to enhanced
encryption results. However, the simplicity of low-dimensional chaotic systems also means they have a
more limited parameter space and reduced complexity in their dynamic behavior. This makes them more
vulnerable to cracking under sophisticated attacks.

In contrast, high-dimensional chaotic systems offer a more intricate structure, which translates to
a larger parameter space and more elaborate dynamic behavior [23-25]. Yan et al. [26] proposed two
scrambling algorithms and one diffusion method by using a five-dimensional hyperchaotic system with
memristors. Huang et al. [27] studied the shape dimension of 3D chaotic systems and applied it to the
encryption scheme of color images. Despite these advances, the complex architecture of high-dimensional
chaotic systems can lead to increased computational complexity and slower iterations. This, in turn, can
affect the speed at which key streams are generated and pose challenges to the practical implementation of

these algorithms.

In recent times, a plethora of innovative image encryption algorithms have emerged, a testament to
the interdisciplinary synthesis of chaos theory with diverse fields [28-30]. Zhang et al. [31] addressed the
issue of poor encryption performance of Galois domain multiplication operations for pixels with a value of
‘0, and integrated DNA computing into Galois domain diffusion, achieving good improvement results. Guo
etal. [32] presented a dual-channel encryption algorithm by using dual-channel ciphertexts. Huang et al. [33]
presented an encryption method that utilizes the RAS algorithm and wavelet transform. Experimental
outcomes have showcased the robust computational capabilities of these algorithms. However, in computer
simulations, the efficiency of encoding and decoding processes is often relatively slow, and encryption
systems demand stringent equipment and environmental conditions.
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2.3 Deep Learning for Image Encryption

Deep learning has extraordinary generalization performance and nonlinearity, and thus it has been
used in some encryption methods [34,35]. Man et al. [36] designed a dual-channel encryption method. The
method introduces a convolutional neural network (CNN) for generating chaotic pointers. Ding et al. [37]
introduced the generative adversarial network (GAN) to construct a private key. These networks are used
for generating a random sequence as a key stream for the scrambling and diffusion process.

Maniyath et al. [38] proposed a deep-learning framework for improving image encryption schemes.
These image encryption schemes use deep neural networks to produce an unpredictable key stream. The
key stream sequence is unpredictable and suitable for image encryption systems. Sang et al. [39] presented
a deep-auto-encoder-based encryption method for generating a highly random ciphertext image, which is
critical for an encryption scheme. These described schemes use the deep neural network to generate secret
keys and yield measurable outcomes, which motivates the exploration of more efficient integration between
deep learning and chaotic systems.

3 Proposed Image Encryption Scheme

The image encryption method comprises two phases: the key stream generation phase and the diftusion
and scrambling phase. It operates as a symmetric cryptographic system, where decryption mirrors the
encryption process. The structure of the image encryption method is depicted in Fig. 1. The key streams are
generated by a deep learning network. Then, the encrypted images are generated by diffusion and scrambling
with an iterative-chaotic system. This can ensure that the signal can resist noise and attacks well during
wireless transmission, ensuring communication security.

Image
. O
X 2D Iterative
K. K K5 K, 5 Hyper-Chaotic —
System

Py, (m, n) XX XX i}

< 2
h.

Figure 1: Schematic diagram of image encryption scheme

3.1 2D Iterative Hyper-Chaotic System

The traditional one-dimensional chaotic system is elegantly articulated through its mathematical
representation, as illustrated in Eq. (1).

Xp41 = SIN (E) (1)

Xn

x, denotes the iterative sequences, « is an essential component.

In response to the security issue of relatively small key space in 1D chaotic sequences, an innovative 2D
iterative hyper-chaotic system is presented for image encryption. The mathematical formulation is elegantly
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depicted in Eq. (2).

Xp41 = COS (—""y"ﬂx” )
n

(2)

oY,
F

Vn+1

sin (
X, and y, are the inputs, x,,; and y,; are the outputs. The iterative sequences x, and y, have a value
range of (-1, 1). « and f are essential components of the two-dimensional iterative hyper-chaotic system. o

ranges over R*, while f3 is constrained to N*.

Distinct from 1D systems, 2D hyper-chaotic system unveils a spectrum of more intricate and sophisti-
cated dynamic attributes and patterns. Coupled with an expanded parameter space within chaotic states, it
aligns more effectively with the stringent requirements of image encryption.

Chaotic sequence attractors are pivotal in delineating and understanding the inherent dynamics of
chaotic systems. The existence and characteristics of these attractors are critical for gauging the stability
of chaotic sequences. A stable attractor ensures that the system’s trajectory consistently gravitates towards
it, regardless of the chaotic sequence’s complexity within the phase space. Systems endowed with stable
attractors tend to exhibit a diminished rate of exploration, as their states revolve around the attractor’s
locus. In contrast, systems devoid of stable attractors are marked by an amplified rate of traversal, as they
continuously evolve and venture into novel territories within the phase space. For cryptographic systems
that require the generation of unpredictable random keys, those that showcase enhanced traversal are
particularly advantageous.

Fig. 2 illustrates the behavior of the two-dimensional iterative hyper-chaotic attractors under a variety
of control parameters, given the initial values x; = 0.69344818165 and y, = 0.98443984189. These results
compellingly demonstrate the pronounced ergodicity of the two-dimensional iterative hyper-chaotic system,
showcasing its attractors uniformly distributed across the phase space. This uniform dispersion indicates
that the sequence possesses the desirable quality of randomness, an attribute that is highly beneficial for
cryptographic applications.

=1 08 06 04 D2 0 0.2 04 06 08 1

Figure 2: (Continued)
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Figure 2: Two-dimensional iterative hyper-chaotic attractor with different parameters: (a) The attractor with the
parameters « = 3.2, 8 = 2; (b) The attractor with the parameters « = 3.2, § = 8; (c) The attractor with the parameters
a =5, 3 = 2; (d) The attractor with the parameters a« =5, f = 8

The average Lyapunov exponent is a crucial quantitative metric for the dynamic characteristics of
chaotic systems. It offers the rate at which small disturbances in the system amplify over time. Consequently,
the average Lyapunov exponent holds a significant reference value in the analysis of chaotic systems. A
positive Lyapunov exponent value denotes chaotic behavior, with its numerical magnitude indicating the
level of chaos within the system. A larger Lyapunov exponent generally signifies heightened sensitivity
to initial conditions. Table 1 presents the average Lyapunov exponent of the two-dimensional iterative
hyper-chaotic system across various control parameters.

Table 1: Average Lyapunov exponent under different control parameters

Control parameters Average Lyapunov exponent

a=32p=2 5.6027
a=32p3=8 11.7555
a=5p=2 6.0101
a=5B=8 12.508

As shown in Table 1, the system evinces hyperchaotic traits, with its average Lyapunov exponent notably
exceeding those observed in other chaotic systems. This distinction underscores the system’s superiority,
suggesting a more pronounced sensitivity to initial conditions and a richer dynamic complexity that sets it
apart in the realm of chaotic systems.

3.2 CNN Architecture for Key Generation

The proposed framework leverages a generative adversarial network (GAN) to dynamically synthesize
cryptographic keys by fusing chaos theory with deep feature learning. Specifically, the generator (G) employs
cascaded convolutional blocks to transform raw image features into chaotic system parameters, which are
iteratively refined through adversarial training with the discriminator (D). The optimized parameters then
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drive a chaotic map to produce provably unpredictable keystreams. These keystreams are subsequently
integrated via pixel-level XOR (Exclusive OR) operations to achieve nonlinear substitution.

The architecture of the network is displayed in Fig. 3. The generator consists of three downsample
layers, six residual blocks, two transposed convolutional layers, and an ordinary convolutional layer. The
discriminator consists of five convolutional layers. In addition, to enhance the generalization performance,
instance normalization is applied for all convolutional layers.

Real
/Fake

Generator Discriminator

. 7% Tconv 5x5conv . 3x3conv 2x2conv . 3% 3 transposecony 4%4 conv

Figure 3: The CNN architecture for key generation

The proposed network first uses the generator to produce the keys from the original images. Then the
discriminator whether the keys are real or fake. If the discrimination accuracy is nearly 50%, the generated
keys have superior uncertainty and unpredictability.

Moreover, the loss function L includes the generator loss function L and the discriminator loss function
Lp, as illustrated in Eq. (3).

L=LG+LD (3)

The loss function L and Lp are detailed in Eqgs. (4) and (5), respectively.

Lg = mén (EXNPdam(x) log (1 -D (G (x)))) )

Lp= mDaX (Ey~pdata(y) log (D (}’)) + Ex~pdata(x) log (1 -D (G (X)))) (5)

G and D are a generator and a discriminator, respectively, x is the original image, and y is the data in the
generation domain. The loss function L; and L can achieve adversary during the training process. When
the generator and the discriminator achieve an equilibrium state, the training results are optimal.

3.3 The Image Encryption Processing
(1)  The key stream generation phase

The deep learning network can generate the key streams derived from the original image. As shown
in Fig. 3, the paper employs the powerful nonlinearity of the CNN architecture to derive chaotic system keys.
Throughout the convolution process, the network utilizes convolution kernels of 7 x 7,5 x 5, and 3 x 3 for
better feature extraction. Moreover, we use 3x residual blocks, to enhance uncertainty, non-replicability, and
unpredictability of the key streams. The generated key streams are denoted as K, K5, K3, Ky.
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(2) The diffusion and scrambling phase

Unlike conventional diffusion starting from a fixed position, the iterative hyper-chaos encryption
method permits the diffusion process to originate from any arbitrary point within the image. This approach
significantly amplifies the intricacy involved in decrypting the ciphertext images. The algorithm is described
in the subsequent steps.

Step 1: Randomly select the initial diffusion position Py, (m, n).

Step 2: Process keys Kj, K, K3, and K4 to achieve the initial value by Eq. (6).

a = mod (Kj,1) x 100 + fix (Ky);

B = mod (round (K2 x 1010) , 35) +2;
xo = mod (K3,1);

¥o = mod (Ky,1).

(6)

Then, input the initial parameter «, 3, and the initial value xo, yp into function [X, Y] = Chaos(«, 3, xo,
¥o, N), where N is the number of iterations.

Step 3: Process X, and Y using equation Eq. (7) to obtain the four matrices required for rotational
diffusion.

X, = mod (X, 256);
X, = mod (Y, 256);
X3 =mod (X +Y,256);
X4 =mod (X-Y,256).

7)

Select a matrix consisting of m elements from point X; to form (1, m)" and perform XOR operations
upwards from point P, to complete the first step of diffusion; Select matrices of appropriate size in X, X3,
and X, to complete three diffusion operations to the left, down, and right, respectively.

In addition, for scrambling, Splice X, Y in function [X, Y] = Chaos («, f, Xo, ¥o, N), reorganize it into
a matrix of 256 x 256, and sum each column in the matrix to obtain Y, Y, for scrambling. The scrambling
process is shown in Eq. (8).

{ P(i,j)=P(M(1,i),Y2(1,/))s (8)
ie[1,256],j€[1,256].

4 Performance Analysis

To evaluate the encryption performance and security performance, we will analyze six different
evaluation terms. All methods were conducted on a computer equipped with an Intel i7-12700kf CPU and
NVIDIA RTX 2080, and MATLAB 2016a version. The sizes of the experimental images are 256 x 256 and
512 x 512.

4.1 Visualization Analysis
The visualization analysis of encryption methods can evaluate the encryption results through a graphical
interface, helping users intuitively understand the effects of the methods.

As shown in Figs. 4-6, visualization results show that our ciphertext image appears complete visual
randomness with no discernible patterns or structural features. It is demonstrably completely impossible to
achieve any meaningful information from ciphertext. Moreover, the ciphertext exhibits near-perfect visual
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congruence with its corresponding plaintext, which sufficiently demonstrates the effectiveness of encryption
and the accuracy of decryption.

(a) (b)

Figure 4: The visualization analysis of the image “Cameraman”: (a) Plaintext image; (b) Ciphertext image;
(c) Decrypted image

(b)

Figure 5: The visualization analysis of the image “Goldhill”: (a) Plaintext image; (b) Ciphertext image; (c) Decrypted
image

(b)

Figure 6: The visualization analysis of the image “Peppers”™: (a) Plaintext image; (b) Ciphertext image; (c) Decrypted
image
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4.2 Histogram Analysis

Histogram analysis offers a straightforward representation of the pixel distribution. If the statistical
properties are not effectively concealed within the ciphertext, it may allow malicious actors to statistically
reconstruct the distribution of information in the plaintext through cryptanalysis. Therefore, the histogram
distribution of ciphertext will affect the risk of ciphertext leakage.

Figs. 7-9 provide a comparative visualization of the image histograms, highlighting the transition from
the plaintext distribution to the ciphertext distribution. The image histogram of the ciphertext is quite
uniform, indicating that the statistical characteristics of the plaintext have been perfectly concealed and
eliminated. The comparative results of the histogram underscore the ability to obscure the original statistical

features, thereby enhancing information security.
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Figure 7: The histogram analysis of the image “Cameraman”: (a) Plaintext image; (b) Ciphertext image
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Figure 8: The histogram analysis of the image “Goldhill”: (a) Plaintext image; (b) Ciphertext image
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Figure 9: The histogram analysis of the image “Peppers”: (a) Plaintext image; (b) Ciphertext image

4.3 Information Entropy Analysis
The information entropy can measure the amount and complexity of information. Higher entropy values
indicate greater image complexity and enhanced information content.

The information entropy of the proposed image encryption scheme is shown in Table 2. The experi-
mental results show that the ciphertext information entropy is close to 8. Compared to the plaintext image,
there is a significant improvement in information entropy, which proves that our scheme has an excellent

encryption effect.

Table 2: Information entropy of the proposed image encryption scheme

Image Plaintext information entropy Ciphertext information entropy
Cameraman 7.0095 79601

Peppers 7.6200 7.9563

Goldhill 74462 7.9585

4.4 Correlation Analysis

Correlation analysis is instrumental in discerning the structural composition and information distribu-
tion. Attackers may exploit this by analyzing the correlation to infer patterns, which underscores the necessity
for encryption to disrupt such relationships. A strong correlation is typically evidenced by a clustered scatter
plot, whereas a weak or disrupted correlation results in a more dispersed pattern. Figs. 10-12 present a
comparative correlation analysis conducted on different images.

The plaintext exhibits clustered scatter plots in all directions, indicating that the plaintext exhibits strong
correlations. In contrast, the ciphertext exhibits a highly dispersed pattern in all directions. The results reveal
that the proposed image encryption scheme can effectively eradicate any discernible correlation, thereby

enhancing data security.
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Figure 10: The correlation analysis of the image “Cameraman”: The first row denotes the plaintext; The second row
denotes the ciphertext. (a) horizontal direction; (b) vertical direction; (c) diagonal direction
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Figure 11: The correlation analysis of the image “Goldhill”: The first row denotes the plaintext; The second row denotes
the ciphertext. (a) horizontal direction; (b) vertical direction; (c) diagonal direction
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Figure 12: The correlation analysis of the image “Peppers”: The first row denotes the plaintext; The second row denotes
the ciphertext. (a) horizontal direction; (b) vertical direction; (c) diagonal direction

4.5 Differential Attack Analysis

A differential attack is a selective plaintext attack. The attack involves subtle modifications to the
plaintext to compare the ciphertext before and after encryption. By analyzing these differences, attackers may
attempt to obtain encryption keys. We encrypt the images before and after modification using the same key
and introduce NPCR and UACI to analyze the differences between the two encrypted images. These two
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metrics are shown as follows.

NPCR = M 9)
W xH
1 Vi(q,7) - Va(q,1)|
vACt = W x qu,; 255 (10)
_J vvi(g,r) # Va(q,1)
ran={ 45 T w

W and H denote the width and height of the encrypted images. V; and V, denote the two
encrypted images.

NPCR is used to measure the sensitivity of encryption algorithms to small changes in plaintext or key.
A high NPCR value (close to the ideal value of 99.61%) denotes that the algorithm has strong diffusion
and can effectively resist differential attacks. UACI reflects the degree of modification of the original pixels.
A higher UACI value (close to the ideal value of 33.46%) denotes that the pixel changes significantly after
encryption, which can effectively resist differential attacks. However, excessively high values may lead to
excessive distortion of image information. Therefore, combining NPCR and UACE can effectively evaluate
its ability to resist differential attacks.

To evaluate the resistance to the differential attacks, we compare our proposed method with the existing
methods, including Refs. [17,20,24,35,40]. NPCR and UACI of various methods are shown in Table 3.
Our method exhibits optimal resistance performance with an NCPR of 99.642% and a UACI of 33.465%.
The method obtains high consistency in pixel variation and effectively scatters the intensity of modifications,
which is challenging for detection and reverse encryption.

Table 3: NPCR and UACI with different algorithms

Method Ours Ref. [24] Ref.[20] Ref.[35] Ref.[17] Ref. [40]

NPCR  99.642% 99.611%  99.479%  99.556%  99.674%  85.362%
UACI  33.465% 33.345%  33.515%  33.456% 33.492%  30.550%

4.6 Resistance Analysis

During information transmission, if an attacker is unable to decrypt the ciphertext, they may resort to
interference techniques to prevent the receiver from successfully decrypting the message, thereby achieving
their objective. Two common methods for such attacks are cropping attacks and noise attacks. Fig. 13
illustrates the decryption effectiveness of our scheme under different levels of cropping attacks, while Fig. 14
shows the decryption effectiveness under various noise attacks. The results illustrate that our method exhibits
powerful resistance to different attacks.
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(b)

() (o)

Figure 13: The decryption results under different pruning attacks: (a) Four corner cropping attack; (b) Edge cropping
attack; (c) Central cropping attack; (d) The decryption results with four corner cropping; (e) The decryption results
with edge cropping decryption; (f) The decryption results with central cropping decryption

(a) | . (b) ' ()

Figure 14: The decryption results under different noise attacks: (a) The decryption results with 20% Salt and pepper
attack; (b) The decryption results with 20% Gaussian attack; (c) The decryption results with 20% Spot attack

4.7 Ablation Experiments
The ablation experiments were executed and composed of 2 stages, and each stage is shown as follows.

1. Only 2D Iterative Hyper-Chaotic module (Module A) is carried out.
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2. Only CNN-based key generation module (Module B) is carried out.
3. The combination of 2D Iterative Hyper-Chaotic module and CNN-based key generation module is
carried out.

Specifically, take a picture of Cameraman, Goldhill, and Peppers as three examples. As shown in Table 4,
ablation experiments have demonstrated the effectiveness of each proposed module.

Table 4: Ablation experiment results

Module 2D CNN-based key NPCR UACI
hyper-chaotic generation
module module
(Module A) (Module B)
— X X 92.502% 31.382%
A Vv X 97.587% 32.991%
B X Vv 98.549% 33.438%
A+ B (Our Vi Vi 99.642% 33.465%

method)

5 Conclusions

To address the escalating challenges in safeguarding image security and overcoming the limitations of
low-dimensional chaotic systems, which are vulnerable to attacks, and the complexities associated with high-
dimensional system structures, this paper introduces a novel 2D iterative hyper-chaotic system. The system’s
dynamic behavior and parameter space have been rigorously validated through attractors and average
Lyapunov exponents, demonstrating superior chaotic properties compared to its lower dimensional coun-
terparts.

Building upon the extraordinary generalization performance and powerful nonlinearity of CNN archi-
tecture, we construct a deep learning network for generating key streams, which enhances an unpredictability
dimension for the encryption process. The security and efficacy of this scheme are substantiated through
a comprehensive analysis, including different evaluation metric analyses. These evaluations confirm the
high-security standards and practical utility of the combination of the two-dimensional iterative hyper-
chaotic system and the deep learning network, highlighting its potential for broad application in wireless
communication.
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