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ABSTRACT: DeepSeek Chinese artificial intelligence (AI) open-source model, has gained a lot of attention due to its
economical training and efficient inference. DeepSeek, a model trained on large-scale reinforcement learning without
supervised fine-tuning as a preliminary step, demonstrates remarkable reasoning capabilities of performing a wide
range of tasks. DeepSeek is a prominent AI-driven chatbot that assists individuals in learning and enhances responses
by generating insightful solutions to inquiries. Users possess divergent viewpoints regarding advanced models like
DeepSeek, posting both their merits and shortcomings across several social media platforms. This research presents a
new framework for predicting public sentiment to evaluate perceptions of DeepSeek. To transform the unstructured
data into a suitable manner, we initially collect DeepSeek-related tweets from Twitter and subsequently implement
various preprocessing methods. Subsequently, we annotated the tweets utilizing the Valence Aware Dictionary and
sentiment Reasoning (VADER) methodology and the lexicon-driven TextBlob. Next, we classified the attitudes obtained
from the purified data utilizing the proposed hybrid model. The proposed hybrid model consists of long-term, short-
term memory (LSTM) and bidirectional gated recurrent units (BiGRU). To strengthen it, we include multi-head
attention, regularizer activation, and dropout units to enhance performance. Topic modeling employing KMeans
clustering and Latent Dirichlet Allocation (LDA), was utilized to analyze public behavior concerning DeepSeek. The
perceptions demonstrate that 82.5% of the people are positive, 15.2% negative, and 2.3% neutral using TextBlob, and
82.8% positive, 16.1% negative, and 1.2% neutral using the VADER analysis. The slight difference in results ensures that
both analyses concur with their overall perceptions and may have distinct views of language peculiarities. The results
indicate that the proposed model surpassed previous state-of-the-art approaches.
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1 Introduction
DeepSeek, a Chinese firm based in Hangzhou, is intensifying its research and development efforts in

artificial intelligence. DeepSeek is pleased to introduce the competitively priced R1 Model, unlike others
who are required to allocate substantial resources towards artificial intelligence research. The model utilises
optimisation techniques such as dimension reduction, weight minimisation, and shape simplification. The
most advantageous aspect of DeepSeek is that the model is open source, allowing anyone to utilise and
enhance it [1,2]. It uses human reinforcement learning (HRL) to make it more responsive, rotational
positioning for accuracy, and a mix of experts (MOE) to achieve outclass accuracy. DeepSeek, after its
launch date, has many more downloads for the Apple Store that ensure its predictability [3]. In the financial
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sector, Flyer employs artificial intelligence, especially in the creation of investment models and trading
strategies [4,5].

The performance of DeepSeek is analogous to that of OpenAI’s GPT. This is facilitated by DeepSeek’s
open-source approach, which promotes a cost-effective infrastructure model and provides a more flexible
infrastructure solution [6]. Due to United States (US) restrictions on NVIDIA’s export of advanced GPUs
to China and India, companies have been necessitated to create robust AI models in China. Despite these
challenges, DeepSeek successfully developed two AI models utilizing cloud storage and AI processors
produced in China. To maintain competitiveness in the rapidly evolving AI market, DeepSeek is focusing on
the development of models that are faster, more precise, and more sophisticated [7,8]. The optimal solutions
are covered using the GPT and LLaMA models [9].

Sentiment analysis, sometimes referred to as opinion mining, is the study of text to ascertain its
sentimentality, that is, its polarity, positive or negative. Knowing from their online reviews how current and
potential clients regard your model will be quite beneficial. This might help researchers to have a better
experience and improved advertising strategies as well [10,11]. Sentiment analysis methods sort user reviews,
comments, and social media entries. Track what others have to say about your model online to learn about
their level of features, methods, and service satisfaction. This study improves the efficacy of reputation
management by helping one identify and deal with unpleasant emotions. Sentiment analysis will help in
this study to avoid going over every comment by hand. Companies that get a lot of comments via multiple
marketing channels could discover this process to be a time-consuming chore. Topic modelling can extract
latent semantic patterns from the vast text for thematic analysis. This statistical modeling method searches a
text corpus for groups of like terms using unsupervised machine learning. The subjects of a corpus of work
can help one to subtly characterise it. When writing about a given subject, authors could find that a particular
vocabulary term or phrase appears more frequently and jokes using GPT [12,13]. The study [14] analyzed
tweets with topic modeling and labeling.

We extract data from Twitter and employ several ways to preprocess it, thereby cleansing and structuring
unstructured data to comprehend and analyse public sentiment and discourse around DeepSeek, including
its features, usage, and other facets. Subsequently, we convert tweets or derive sentiments from them through
a lexicon-based analysis. This study’s principal contributions are as follows:
Contributions

• This study collects tweets from the twitter using DeepSeek hashtag only to extract the relevant tweets
in English.

• We are analyzing the tone of tweets from stakeholders to evaluate how well DeepSeek accomplishes the
target results.

• In order to understand the thoughts and feelings of AI users regarding the transition to DeepSeek,
we use natural language processing (NLP) methods for text processing, sentiment analysis and lexicon
based approaches.

• We predict how the public would perceive DeepSeek using the proposed hybrid model.
• We use topic modeling to identify the DeepSeek issues related to complexity, interaction, and technology.
• In addition, we compare the different sampling techniques to address the imbalance issues in the

structured data and validate the proposed model performance with several metrics.

2 Literature Review
The authors analyzed sentiment analysis models with the goal to assess baseline study methods’ efficacy

across several fields and with several datasets. Their results show that the suggested model performs
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consistently better than transformers, a well-known model with recent developments having been trained
on a large range of datasets. The suggested paradigm became quite successful in several spheres. Given
the shortcomings in the “MAMS” dataset [15], they should investigate more trustworthy language models
including GPT and possible enhancements or modifications. Another aim of the research was to increase
the efficiency of intelligence collecting by analyzing public opinion sentiment using a few-shot learning
framework’a key component of open-source intelligence. By combining comprehensive language model
knowledge with contrastive suggestions, they present a new way to address the data-driven inadequacies of
sentiment detection models in low-resource environments [16].

Social media have removed geographical and chronological constraints, therefore, enabling the free
flow of knowledge among people all around the world. Simultaneously, it has been proved to be a great tool
for detecting and rapidly lowering national and organizational hazards [17]. Combining sentiment analysis
techniques with deep learning algorithms was the aim of the paper [18] to satisfy consumers during message
exchanges. Using deep learning methods helps the proposed chatbot to predict the objectives of its users and
provide a reasonable and useful response. Deep learning against transfer learning presents a novel approach
on how sarcasm detection and sentiment analysis could be included into the conversion process. This work
makes use of deep learning, a transformer model well-known for success in NLP-related challenges. The
results reveal that the RoBERTa model adequately classified a spectrum of review comments and performed
well in sentiment identification.

The assessment technique [19] helped identify important elements affecting the functionality of the
instrument and provide recommendations for future improvements. Although there are many different
communication models at hand, each has its benefits and drawbacks [20]. The authors enhance sentiment
classification performance in an independent study by means of a customised deep learning model that
comprises an LSTM network and a modified word embedding technique. They also suggested a combined
model that merges our basic classifier with new and creative sentiment analysis classifiers [21].

The research [22] intends to improve tweet prediction precision by studying approaches for refining
Machine Learning (ML) models that capture tweets’ complicated linkages and contextual nuances. Four
famous machine learning models were used to predict disaster-related tweets: Logistic Regression (LR),
XGBoost, Random Forest (RF), and Support Vector Machine (SVM). Their algorithms were capable of
extracting sentiment, semantic nuances, and relevant information from tweets, allowing them to provide
robust predictions. The LR, XGBoost, and RF models produced average F1-scores of 78% and 79%, respec-
tively, while the SVM model performed substantially better, with accuracies of 81% and 82%. A basic model
capable of differentiating between positive and negative emotions was also accessible [23]. A sophisticated
meta-learning dynamic reward-sharing system utilizing LLMs was created to enhance collaboration among
users who are not co-located [24].

3 Materials and Methods
The public’s perceptions of Deepseek’s Chinese are presented in this study. The principal concepts

covered in this section include data collection, preprocessing, lexicion-based sentiment analysis techniques,
topic modeling (including cluster-based and LDA modeling), and classification using the proposed approach.
The proposed methodology’s detailed flow is shown in Fig. 1.
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Figure 1: The work flow of the proposed methodology for the perception of public reactions. The approach includes data
collection, preprocessing, lexicon-based methodologies such as TextBlob and VADER, LDA topic modeling, sampling
techniques, and the training and testing of the proposed model

3.1 Dataset Collection and Preprocessing
The DeepSeek dataset is collected from the twitter using Hashtag. The scrapped tweets consists of

irrelevant information and unstructured. The dataset has more than 6000 tweets. Twitter data frequently
contains a lot of random words, keywords, phrases, hashtags, URLs, and special characters, and is disor-
ganized and unstructured. Tweets can contain formatting, typography, and user input that makes reliable
analysis challenging, in contrast to well-written articles.

To understand raw information, we must first analyze it. The consistent structure and clarity of the
content can enhance case summaries, subject modeling, and video analysis. By removing superfluous data
from the document, we may derive valuable content and improve the precision of deep learning predictions.
Spaces, underlines, and redundant words are instances of unnecessary information that could distort results
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and affect model performance if not properly incorporated [25]. A sample of tweets after preprocessing is
shown in Table 1. The crucial steps of preprocessing are discussed below:

Table 1: Sample of tweets after preprocessing

Raw tweets Cleaned tweets
A thread to earn money online Goodbye #ChatGPT
It’s only been 5 days since China’s #Deepseek R1 was

launched, and the world is already amazed by its
capabilities. . .

Thread earn money online goodbye chatgpt
days since china deepseek launched world

already amazed capabilities

There’s been a market shock due to China’s #AI
initiative, #DeepSeek, affecting #Crypto prices,

particularly AI tokens. #Nvidia has also experienced a
drop in relation to this news

Market shock due china initiative deepseek
affecting crypto prices particularly tokens

nvidia also experienced drop relation news

Privacy Alert! Downloaded China’s new LLM
DeepSeek Android app and saw this message: “We will
use your personal info.” This raises big concerns about

how and why our data is being used. Your data
matters! #DeepSeek #DataPrivacy

#ChinaDataConcerns #PrivacyMatters

Privacy alert downloaded china new llm
deepseek android app saw message use

personal info raises big concerns data used
data matters deepseek dataprivacy
chinadataconcerns privacymatters

DeepSeek is coming for Nvidia! With its powerful new
AI model, this Chinese startup might just challenge
Nvidia’s dominance. The future of AI is getting real

interesting. . . #DeepSeek #Nvidia #AI #OpenAI
#DeepSeekR

Deepseek coming nvidia powerful new
model chinese startup might challenge
nvidia dominance future getting real

interesting deepseek nvidia openai deepseekr

Big news! We’ve integrated the DeepSeek into Tearline,
making us even more powerful and efficient. Excited to

bring you enhanced capabilities and insights! #AI
#Innovation #Tearline #DeepSeek

Big news integrated deepseek tearline
making even powerful efficient excited bring

enhanced capabilities insights innovation
tearline deepseek

Lowercase: To maintain consistency, all content should be converted to lowercase. By using this
command, words like “twitter” and “Twitter” won’t be used as synonyms, which could result in abuse.

HTML and URLs: Links and hyperlinks in tweets frequently don’t convey the text’s original meaning.
The model can better concentrate on the appropriate keywords by eliminating them. Regex expressions, for
instance, are used to parse URLs.

Stopwords: Words like “the,” “the,” “the,” and “the” are not important in text analysis. We keep only
words that have significance by eliminating their stopwords. But in other situations (like sentiment analysis),
some endings might not be required and ought to be omitted.

Punctuation and Numbers: Punctuations, numbers, and special characters are not very important in
NLP tasks. So, this study removes the punctuation and numbers. Stemming and Lemmatization: The stem
converts the words into their base form but the lemmatization is more important.

Tokenization: The initial stage in text mining pipelines is tokenization, employed to transform unstruc-
tured text input into a format suitable for deep processing. It is typically one of the initial steps in natural
language processing pipelines, as it is required for later preprocessing techniques.
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3.2 Lexicon Based Approaches
Two most crucial approaches are used to label the structures tweets like TextBlob [26] and VADER [27].

TextBlob was able to accomplish its objectives with the assistance of NLTK. The NLTK library simplifies
classification and other lexical-intensive procedures. Lexicon-based techniques define sentiment by its
semantic orientation and word intensity. It demonstrates sentence subjectivity and polarity. Negative moods
are represented by−1, while joyful moods are represented by 1. Negative terms reverse polarity. The subjective
value spectrum is defined as [0, 1]. Subjectivity distinguishes personal opinion from factual facts.

Polarity Score = ∑
N
i = 1 Sentiment(woi)

n
(1)

Subjectivity Score = ∑
N
i = 1 Intensity(woi)

n
(2)

Compound Score = ∑
n
i = 1 Se(woi) ⋅We(woi)

∑
N
i = 1 W(woi)

(3)

In Eqs. (1) and (2), woi represents the ith word in the tweets or sentence, Sentiment (woi) represents
the polarity of word woi , Intensity (woi) represents the subjective of word woi and n number of words.

3.3 Topic Modeling
In natural language processing and machine learning, topic modeling is a flexible technique for spotting

main ideas in a document corpus. An often used approach for topic modeling is LDA [28]. LDA is a generative
probabilistic corpus model used unsupervised. It is based on a random mix of latent topic-containing
documents whereby a topic is defined as a distribution over words. Using the statistical and visual approach
of LDA helps one to recognize the connections in the word distribution over a corpus of papers. In a given
collection of tweets data, a word cloud is a graphic depiction of the most often occurring terms. It can help to
clarify the fundamental ideas in the information. It clarifies the structure and content of the data; hence it is
vital for the study of text data. As the size of every word in the word cloud shows its frequency of occurrence,
the biggest words in the word cloud reflect the most often occurring keywords in the data.

3.4 Proposed Model
The LSTM-BiGRU (long term short term memory-bi-directional gated recurrent unit) hybrid model

combines the best features of multiple deep learning methods for handling continuous data, such as text.
An embedding layer is the first component of the model that transforms each word or piece of data into a
vector of integers that represents the word’s meaning. This step is crucial for training the model to acquire
words, detect patterns, and comprehend their links. A 100-dimensional vector is represented by each word
when the embedding parameter is set to 100. This strikes a nice mix between being sophisticated enough to
capture significant information without slowing down the model as shown in Fig. 2.

After being transformed into these vectors, the input data is then sent through a layer of local format.
The mismatch helps prevent overfitting, which occurs when the model fails to effectively integrate new
information and learn from the training data. In order to force the model to learn general patterns rather
than precise details, some input data is randomly ignored during training. The data is subsequently sent
to an LSTM layer by the model. The model can follow the complete data series throughout time with the
help of the LSTM layer, which is made to return a sequence of values. An LSTM-like but quicker GRU
layer is then added to the model. The GRU layer enables more effective training with fewer parameters
while handling continuous data in a manner similar to that of an LSTM. Data is processed both end-to-end
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and bidirectional by the most potent GRU layer. Prediction is enhanced as a result of the model’s ability to
comprehend historical and prospective context. A second drop layer is then added to reduce the model’s
reliance on particular data points. Through the integration of LSTM and GRU layers, this hybrid model
leverages both short-term and long-term memory, increasing its resilience and effectiveness. The multi-head
focus layer is one of this model’s key components. With the use of this method, the model can simultaneously
concentrate on several aspects of the incoming data. By examining multiple components simultaneously,
the model is able to concentrate on the most crucial data for forecasting. Lastly, the data passes through a
32-unit dense layer. This layer makes a final conclusion by combining the features that were learned in the
other layers. A dense output layer with three components and a softmax activation function makes up the
final portion of the model.

Figure 2: The proposed Hybrid Model leverages the strength of LSTM and BiGRU architectures with a minimal number
of layers to develop a lightweight model

4 Results and Discussion
This section delineates the experimental outcomes utilizing TextBlob, VADER, several oversampling

methodologies, and the proposed model. The model is assessed utilizing multiple performance measures.
Accuracy is calculated by dividing the sum of true positives and true negatives by the total number of
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sentiment predictions. Precision is calculated by dividing true positives by the sum of true and false
predictions. Recall is calculated by dividing true positives by the sum of true positives and false negatives.
The F1 score is the average of precision and recall.

Accurac y = TP + TN
TP + FN + FP + TN

(4)

Precision = TP
TP + FP

(5)

Recal l = TP
TP + FN

(6)

F1 − Score = 2 × PR × RE
PR + RE

(7)

4.1 Performance and Impact of SVM-SMOTE and ADASYN
This study utilized the SVM-SMOTE oversampling technique to balance the dataset and examined the

impact of sampling on the proposed sentiment classification model. The model attained a maximum average
precision of 0.717 and a minimum recall score of 0.706 as shown in Table 2. This research employed the
ADASYN method to equilibrate the dataset and analyzed the effect of sampling on the proposed classification
of sentiment model. The model achieved precision of 0.821 for sentiment 2 and 0.667 on sentient 0 as
illustrated in Table 2.

Table 2: Impact of SVM-SMOTE and ADASYN on performance

SVM-SMOTE ADASYN

Sentiment Precision Recall F1 score Precision Recall F1 score
0 0.592 0.659 0.624 0.667 0.622 0.643
1 0.849 0.719 0.779 0.755 0.836 0.794
2 0.709 0.737 0.723 0.821 0.789 0.805

Accuracy – – 0.706 – – 0.749
Macro avg. 0.717 0.706 0.709 0.748 0.749 0.747

4.2 Performance and Impact of Borderline-SMOTE and Random Oversampling
After balancing the dataset using the Borderline SMOTE approach, this study examined how sampling

affected the proposed sentiment categorization model. According to Table 3, the model obtained a recall of
0.707 and f1 score of 0.734, in addition to a precision of 0.762 for emotion 2. Table 3 also indicates that the
model achieved precisions of 0.975, 0.968, and 0.964 for sentiments 2, 1, and 0, respectively. The proposed
model demonstrated superior outcomes for random oversampling, and this technique is more effective than
others employed in sentiment classification.

Fig. 3 shows the training accuracy, validation accuracy, training loss, validation loss, and ROC-AUC for
the proposed model using four different sampling methods. Fig. 3a shows results using ADASYN, Fig. 3b
shows results using Borderline SMOTE, Fig. 3c shows results with random oversampling, and Fig. 3d shows
results with SVM-SMOTE. Fig. 3e shows training accuracy, Fig. 3f shows validation accuracy, Fig. 3g shows
training loss, and Fig. 3h shows validation loss.
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Table 3: Impact of borderline SMOTE and random oversampling on performance

Borderline SMOTE Random oversampling

Sentiment Precision Recall F1 score Precision Recall F1 score
0 0.632 0.675 0.653 0.964 0.981 0.972
1 0.787 0.790 0.789 0.975 0.970 0.972
2 0.762 0.707 0.734 0.968 0.947 0.957

Accuracy – – 0.724 – – 0.966
Macro avg. 0.727 0.724 0.725 0.969 0.966 0.967

Figure 3: The learning and ROC-AUC for the proposed model utiling different sampling techniques. (a) shows that
random oversampling has the best accuracy; (b) shows that ADASYN oversampling has the lowest validation accuracy;
(c) and (d) show that random oversampling has the lowest training and validation loss; and the figure in the last row
also shows great performance

4.3 Topic Modeling Results
LDA-based topic modeling is a flexible technique for spotting the main ideas in a document corpus and

is often used as an approach to generative probabilistic corpus models that are unsupervised. Fig. 4 shows
LDA-based topics, and Fig. 5 demonstrates the KMeans cluster-based topics.

Figure 4: LDA based topics extraced from the cleaned tweets using the proposed model with TFIDF
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Figure 5: KMeans based topics extraced from the cleaned tweets using the proposed model with TFIDF

The sentiments of people regarding the DeepSeek are shown in Fig. 6. More than 80% of user responses
in this study were positive, according to DeepSeek sentiment analysis, demonstrating the tool’s high level of
acceptability and favorable attitude. The increasing popularity of many internet platforms is linked to this
tendency. DeepSeek’s sophisticated NLP capabilities, which assist in producing intricate texts and dialogues
using language that is similar to that of humans, can capture this positive mood.

Figure 6: The sentiments of people using TextBlob and VADER technique

Extensive discussions on social media, forums, and technical communities, where users show their
value in comprehending context and producing pertinent comments, provide credence to this favorable
appraisal and result in very high user acceptance and participation. Fig. 7 shows sentiment distribution
across positive, negative, and neutral tweets with the top 10 topics extracted using LDA. Nevertheless, the
sample’s analysis also showed that both positive and negative words were present. A tiny percentage of users
mostly students voiced reservations over the tool’s applicability, pointing to issues with cost, feasibility, and
validation. These results emphasize the necessity of ongoing development to resolve user issues and enhance
the tool’s functionality across various use cases, which will boost efficiency and adoption. The frequency of
each most occurred words in positive and negative tweets is represented in Fig. 8.

This research provides an overview of the distribution of words in a dataset by combining numerous
variables and revealing the meaning of words in a 3D plot. First, new words are extracted from the database,
and their characteristics are examined using methods like hierarchical clustering. By doing this, a matrix
of document words is produced, enabling us to determine the frequency with which each word occurs
throughout the dataset.
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Figure 7: Sentiment distribution across positive, negative and neutral tweets with top 10 topics extracted using LDA

Figure 8: Frequency of each most occurred words in positive and negative tweets

VADER sentiment analysis was then used to examine the sentiment of each sentence. This tool gives
a general mood score between −1 (which indicates a bad mood) and 1 (which indicates a good mood).
According to this classification, words having negative meanings are positioned on the left side of the screen,
while those that are deemed good are positioned on the right.

A scatter plot in three dimensions aids in the explanation of these connections. With positive words on
the right and negative words on the left, the x-axis displays each word’s mood. The frequency of terms in the
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database is displayed on the y-axis, where greater numbers indicate higher levels of expression. Each word’s
length is displayed on the z-axis, which also positions shorter words farther from the root and closer to it. A
greater comprehension of word frequencies, word length distributions, and stress patterns is made possible by
this 3D representation, which also offers insightful information about the dataset’s linguistic characteristics.
Word frequency for the entire dataset is shown in Fig. 9.

Figure 9: Word frequency for the entire dataset. The x-axis plots the sentiment score, such as 0.2, 0.4, and 0.6, which
indicates positive sentiment, whereas −0.2, −0.4, and −0.6 indicate negative sentiment

A large number of users, particularly within services, express apprehension over the cost, quality,
and reliability of AI technologies. Open source platforms mitigate these problems by diminishing the
necessity for costly coding tools, hence enhancing the accessibility of AI, particularly inside systems of
logistics. They are readily deployable on-premises or on cloud servers, rendering them appropriate for diverse
environments [29]. These models promote collaboration among academics and healthcare practitioners,
aiding in the resolution of clinical challenges, including regional health concerns. Employing environmental
data to test models enhances their precision and applicability in practical scenarios. Open-source frameworks
exhibit more stability, facilitating analysis and yielding more dependable results. Furthermore, they can
be tailored with complimentary content, ensuring their continued relevance over time. Ultimately, these
technologies assist individuals in making improved health decisions by uncovering information they may
otherwise overlook, resulting in more precise and effective therapy [30].
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5 Discussion and Conclusion
This study used unstructured tweets linked to DeepSeek that were extracted from Twitter and cleansed

using several preprocessing techniques. Next, two lexicon approaches, TextBlob and VADER, are used to
label preprocessed tweets. According to TextBlob, 82.5% of people have favourable opinions about DeepSeek,
15.2% have negative opinions, and only 2.3% are neutral. In contrast, the VADER study reveals that 82.8%
of people have positive opinions, 16.1% have negative opinions, and 1.2% are neutral. We then used the
proposed framework to classify sentiments and evaluate how different oversampling techniques affected
the performance. The proposed model achieved 70.6% for SVM-SMOTE, 74.9% for ADASYN, 72.4% for
Borderline SMOTE, and 96.6% for random oversampling in classifying the tweets as positive, negative,
and neutral. The random oversampling is most effective for the text data. According to our study, most
respondents had positive impressions about DeepSeek, and only 2% had negative ones. A large number of
users greatly appreciate the technology’s ability to aid in various fields. Certain individuals, though, find
DeepSeek more interesting than others; this is especially true when considering its capacity to provide
complex solutions and thorough answers on a marketing and industrial scale.

DeepSeek is tremendously effective due to its frequent sampling; it reduces expenses by improving
resource management, reducing the need for manual labor, and reducing overall expenditures over time.
The ability to make well-informed decisions offers various benefits as well, including the ability to gain a
competitive edge, increase operational efficiency, and better align with strategic plans. It automates routine
tasks and simplifies operations in various areas.

Every technology has some limitations. DeepSeek Chat has opened up to its limitations, including the
inability to learn new facts beyond initial training and the occasional production of misinformation. There
are significant concerns about job displacement as a result of DeepSeek AI’s integration across industries.
DeepSeek has less real-world application data and is mostly targeted at the Chinese market. The open-source
chatbot only reads the first few lines of data that the user uploaded for modifications, which is another
limitation for understanding the entire context. DeepSeek could be improved with sophisticated algorithms
and reliable data storage technologies.

The use of transformations and training approaches has allowed DeepSeek to significantly improve
speed and accuracy. Artificial intelligence-powered DeepSeek chatbots and virtual assistants quickly answer
client questions. Current technology can boost customer satisfaction, minimize support staff workload,
and speed up response time. More sustainable real-world applications have been made possible by the
decrease in labor costs, which has been made possible by improvements in performance like cost efficiency
and adaptability.
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