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ABSTRACT: In response to the missed and false detections that are easily caused by the large variety of and significant
differences among aluminum surface defects, a detection algorithm based on an improved You Only Look Once
(YOLO)v8n network is proposed. First, a C2f DWR_DRB module is constructed by introducing a dilation-wise
residual (DWR) module and a dilated reparameterization block (DRB) to replace the C2f module at the high level of the
backbone network, enriching the gradient flow information and increasing the effective receptive field (ERF). Second,
an efficient local attention (ELA) mechanism is fused with the high-level screening-feature pyramid networks (HS-FPN)
module, and an ELA_HSFPN is designed to replace the original feature fusion module, enhancing the ability of the
network to cope with multiscale detection tasks. Moreover, a lightweight shared convolutional detection head (SCDH)
is introduced to reduce the number of parameters and the computational complexity of the module while enhancing
the performance and generalizability of the model. Finally, the soft intersection over union (SIoU) replaces the original
loss function to improve the convergence speed and prediction accuracy of the model. Experimental results show that
compared with that of the original YOLOv8n model, the mAP@0.5 of the improved algorithm is increased by 5.1%,
the number of parameters and computational complexity are reduced by 33.3% and 32.1%, respectively, and the FPS is
increased by 4.9%. Compared with other mainstream object detection algorithms, the improved algorithm still leads
in terms of core indicators and has good generalizability for surface defects encountered in other industrial scenarios.
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1 Introduction

With the vigorous development of new-energy vehicle industry, the proportion of aluminum being used
in this domain has increased annually. However, during the production and transportation processes, surface
defects caused by material characteristics and processing technology will severely affect the performance and
lifespan of the aluminum [1]. Therefore, the correct and rapid identification of defects on aluminum surfaces
is particularly important in actual production and life scenarios.

In the realm of industrial defect detection, owing to the swift progress of artificial intelligence (AI), man-
ual detection and traditional detection methods have been gradually substituted with detection approaches
grounded in deep learning [2]. These approaches can be categorized into two primary types: two-stage
detection algorithms, which are represented by the region-based convolutional neural network (R-CNN) [3]
and Faster R-CNN [4], and single-stage detection algorithms, which are represented by SSD [5] and YOLO
series [6-10]. Although two-stage algorithms have excellent detection accuracy, their models are large, and
their real-time performance is weak. While single-stage algorithms deliver faster detection speeds, their
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accuracy performance (exemplified by SSD architectures) tends to be marginally lower, but YOLO can
achieve real-time detection without sacrificing too much detection accuracy, becoming the mainstream
approach today. Yin et al. [11] proposed a combined network consisting of deep random kernel convolutional
extreme learning machine (DRKCELM) and double hidden layer extreme learning machine auto-encoder
(DLELM-AE) to substitute Darknet-53 as the feature extractor; their approach not only extracted richer
features but also simplified the network training process and improved the efficiency of training. Gui
etal. [12] introduced a new spatial pyramid pooling module, namely, cross stage partial network with average
spatial pyramid pooling-fast block (ASPPFCSPC), to enable their model to handle global and local features
simultaneously, enhance the model’s capacity to represent the fine granularity in the complex background
of a metal surface, and thus boost the model’s precision and universality. Gao et al. [13] introduced a diverse
branch block (DBB) to C2f to build the C2fDBB module. They replaced the single series design scheme of
standard convolution with a four-branch design to achieve improved feature extraction capabilities. Deng
etal. [14] proposed the strengthening feature extraction (SFE) module, which improved upon the Adown [15]
convolutional module, and introduced GhostModule and space-to-depth convolution (SPD-Conv) to lower
the parameter count and reduce the loss of key information, respectively. Tian et al. [16] incorporated bilevel
routing attention (BRA) into the YOLOVS8 network, and its dual-layer routing mechanism made better use
of multiscale feature information and independently allocated attention weights by learning the connections
among various tasks, thus enhancing the detection accuracy. Lu et al. [17] introduced a dynamic snake
convolution (DSC) into C2f to make the model more flexible to adapt to defects of varying scales and
shapes, consequently boosting the model’s robustness. Yang et al. [18] introduced the FastDet structure,
which enables the model to extract and utilize feature information more efficiently and significantly improve
inference speed while maintaining accuracy.

In summary, these improvements based on YOLO algorithms facilitate a noticeable improvement in
predictive accuracy. However, the detection accuracies achieved for different types of defects on aluminum
surfaces greatly differ, and small defects and long block defects easily cause missed detections, misdetection
sand other problems. For superior accuracy in aluminum defect detection, an improved YOLOv8n algorithm
is proposed in this paper. The contributions of this study are organized into the following aspects.

(1) A C2f DWR_DRB module is designed to enrich the gradient flow information and increase the
model’s effective receptive field.

(2)  An ELA_HSFPN (efficient local attention_high-level screening-feature pyramid networks) feature
fusion module is designed to improve the model’s performance to cope with multi-scale detec-
tion tasks.

(3) A shared convolutional detection head (SCDH) module is designed to improve the model’s capability
and generalizability while retaining its lightweight characteristics.

(4) The SIoU (soft intersection over union) loss function is applied to enhance the model’s convergence
speed and prediction accuracy.

2 YOLOVS Algorithm

YOLOVS8 was optimized and upgraded on the basis of YOLOvV5 model. The new improvements have
led to better performance and enable the model to more accurately and efficiently complete various
detection tasks. It is divided into five versions, namely, n, s, m, ] and x, and the numbers of parameters and
calculations of these variants increase in turn. Considering that applications in industrial production demand
fast operation, minimal resource waste, and high real-time performance, this paper selects the relatively
small-sized YOLOvS8n as the benchmark model to balance the accuracy and speed of the detection process.
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The network structure of YOLOVS is shown in Fig. 1. The backbone is responsible for feature extraction,
and the neck network and head are responsible for feature fusion. The backbone incorporates cross-stage
partial (CSP) connections. This integration serves to decrease the amount of required computations and
enhance the gradient. Regarding the neck component, the convolution structure of the path aggregation
network with feature pyramid network (PAN-FPN) upsampling stage in YOLOVS5 is deleted, and fea-
tures from multiple network stages are immediately utilized for upsampling operations. The C2f module
supersedes the C3 architecture through split-merge feature fusion, enabling dynamic scale adaptation with
only a 0.3M parameter increase. The head part employs a decoupled head structure. This not only cuts
down on parameter quantity and computational complexity but also improves the model’s generalizability
and robustness. YOLOVS8 pioneers an anchor-free paradigm shift in the YOLO lineage, replacing legacy
anchor-based coordinate prediction with direct center-offset regression. This strategic redesign eliminates
predefined aspect ratio constraints while reducing detection head parameters by 38%. Regarding the loss
function design, the classification loss of YOLOV8 is the varifocal loss (VFL), and the regression loss
is CloU+distributional focal loss (CIoU+DFL). These improvements effectively improve the detection
performance of the model.
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Figure 1: Diagram of the YOLOVS8 network architecture
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3 Improved YOLOv8 Algorithm
3.1 C2f DWR_DRB Module

Many types of aluminum surface defects may be encountered, and the YOLO model performs poorly
in terms of addressing elongated large-target strip defects and small-target point defects. To address this
difficulty, this paper fuses the dilationwise residual (DWR) module [19] and the dilated reparameterization
block (DRB) [20] and incorporates them into C2f. As shown in Fig. 2, DWR module adopts a two-step feature
extraction method, which decomposes the traditional single-step multiscale feature extraction process into
two steps: region resampling (RR) and semantic resampling (SR) steps. During the initialization phase,
i.e., regional residual reduction, the input is first convolved with a 3 x 3 convolution, and then batch
normalization (BN) and the rectified linear unit (ReLU) activation function are used to generate concise
feature maps with different regional expressions, which provide the basis for the second step, namely,
morphological filtering. This process is the RR part of Fig. 2. In the second step, i.e., semantic resampling,
three 3 x 3 convolutions featuring varying dilation rates are used to learn features with different receptive
fields, and a single expected receptive field is applied to conduct morphological filtering on each regional
feature map to avoid redundancy. This process is the SR part of the figure. Then, a1 x 1 convolution operation
is utilized. It compresses the concatenated features back to the initial channel count and cuts down on the
necessary number of calculations. Finally, a residual connection helps alleviate the gradient vanishing issue
during network training. The above parts enable DWR to boost the model’s generalizability by reusing and
enhancing features and finally achieve a combination of high performance and a low weight. In summary,
the formulas for the DWR module are as follows:

Ci(x) =ReLU (BN (Conv (x))) (1)
C, (x,d) = D4DConv (C; (x)) (2)
DWR (x) = PConv (BN (E{CZ (x,d)}))+x (3)

where x denotes the input feature map, Conv (-) denotes the ordinary 3 x 3 convolution, D;DConv (+)
denotes the 3 x 3 dilated convolution with a dilation rate of d, PConv (-) denotes the pointwise convolution,
and 1; {-} denotes the join operation applied to all d.

The DRB module, introduced from universal perception large-kernel convolutional neural network
(UniRepLKNet), exploits large-kernel convolutions to improve the performance achieved on various tasks.
The DRB employs large-kernel convolutional layers and is enhanced by parallel small-kernel convolutions
with different dilation rates. Dilated convolutions allow the model to extract both local and distant
patterns within the input data, and the dilation rate effectively expands the receptive fields of small-
kernel convolutions without greatly expanding the number of required parameters. As shown in Fig. 3,
the outputs of the large-kernel convolution and the parallel small-kernel dilated convolution are combined
during training. After training, these multiple convolutional layers are reparameterized into a single large-
kernel convolutional layer. This ensures that only one convolution operation is used per DRB during the
inference step, thus reducing the incurred computational cost while preserving the benefits gained from
different receptive fields during training. Furthermore, the transformation of dilated convolutional layers
that capture sparse patterns into nondilated convolutions with equivalent larger sparse kernels is achieved by
inserting zero entries into the convolution kernels, which enables the dilated convolutions to be efficiently
incorporated into the large-kernel convolutions. The DRB module can also flexibly select the kernel size and
dilation rate of the parallel convolution, ensure an efficient convolution operation, and enable the network
to achieve a larger effective receptive field (ERF) with fewer layers to save computing resources while still
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capturing complex patterns. In summary, the DRB module enables the model to effectively balance the need
for large receptive fields and high computational efficiency, thus improving the performance achieved in
different tasks, especially in areas where large-kernel convolutions have advantages.
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Figure 2: DWR structural diagram
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Figure 3: DRB structural diagram

After the above DWR module is fused with the DRB module, the two dilated convolutions on the right
side of the SR part in the original DWR module are replaced by 5 x 5 and 7 x 7 DRB modules. As shown
in Fig. 4, the bottleneck in C2f is replaced by the fused DWR_DRB module. This replacement leads to the
formation of the C2f DWR_DRB module. Finally, since the DWR module is applied mainly to the high-
level stage of the network, this integrated module is positioned in the high layer of the backbone network;
that is, the last two C2f modules are replaced. Inheriting the advantages of the two fusion modules, the
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C2f DWR_DRB module enriches the gradient flow information and increases the ERE, which improves the
model’s proficiency in detecting aluminum surface defects without sacrificing its lightweight characteristics.
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Figure 4: C2f DWR_DRB structural diagram

3.2 ELA_HSFPN Module

The neck part of YOLOvVS fuses the features obtained from the backbone, which includes a PAN [21] for
bottom-up feature fusion and an FPN [22] for top-down feature fusion. Aluminum surface defects exhibit
differences not only between different types but also between the same types. In the face of such multiscale
challenges encountered in images, this feature fusion strategy is not flexible enough to fully fuse the shallow
and deep features. As a consequence, detailed information vanishes, ultimately impacting the model’s ability.
With the aim of overcoming this challenge, this paper fuses the ELA [23] mechanism and the HS-FPN [24]
to replace the original feature fusion component.

The HS-FPN consists of a channel attention (CA)-based feature selection module and a selective feature
fusion (SFF) module. As shown in Fig. 5, the CA module first processes the input feature maps through global
maximum pooling and global average pooling, and then the sum of the results is used by the sigmoid function
to get the weight of each channel to determine their representative features. The CA module is responsible for
screening feature maps with different scales, it can apply its attention mechanism to the channel and spatial
dimensions simultaneously and help the model focus on more valuable channel information by learning
adaptive channel weights.

The SFF module takes the deep features as weights to filter the necessary semantic information contained
in the shallow features and combines the filtered features with the deep semantic features in a point-by-
point manner to achieve multiscale feature fusion. As shown in Fig. 6, the deep features are sampled via
a transposed convolution and bilinear interpolation in turn, and the dimensions of the deep and shallow
features are unified. Then, the CA module transforms shallow features into attention weights to filter them.
Eventually, the filtered shallow features are integrated with high-level features. This process enhances the
model’s ability for feature expression.
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The formulas for the SFF module are as follows:

fart = BL(T—Conv (fh,-gh)) (4)
Sout = fiow * CA (fatt) + fatt (5)

where f,;o; denotes the input high-level feature, T — Conv denotes the transposed convolution, BL denotes
the bilinear interpolation, f,;; denotes the input processed feature, f;,, denotes the input low-level feature,
and f,,; denotes the output feature after fusion.

The ELA module can effectively capture the region of interest’s position and maintain the model’s
lightweight property. Fig. 7 illustrates that the spatial ELA module uses strip-like pooling to capture
horizontal and vertical features. First, average pooling is used to prevent irrelevant regions from affecting
the label prediction process while obtaining information, thus generating abundant target location features
in their corresponding directions. Next, a 1D convolution is used to interact with the two generated features,
and the convolution kernel size can be optionally modified to control the scope of interaction. Then, group
normalization (GN) and a sigmoid function are used to process the generated features to acquire location
attention predictions in two directions. Finally, these two predictions are multiplied to obtain the final
location attention values. Compared with commonly used 2D convolutions, 1D convolutions are more
suitable for handling sequential signals and are lighter and faster. GN outperforms BN with respect to
performance and generalizability. In summary, the ELA module makes accurately locating the region of
interest easier with its lightweight and straightforward design, which improves the resulting performance.
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The corresponding formulas are as follows:

1

h _ L .

zp (h) = Hog;ch (h,i) (6)
w _ L -

T gy Tl @)

' = (G (Fi (21))) ®)

y" =0 (Gu(Fy(2w))) )
Y = x.x ytx y (10)

where x. (h, i) denotes the element at the position of channel ¢, row h, and column i in the output feature
map of the convolutional block, H denotes the height of the feature map, x. (j, w) denotes the element at
the position of channel ¢, row j, and column w in the output feature map of the convolutional block, W
denotes the width of the feature map, z;, denotes the horizontal feature mapping, F, denotes a 1D convolution
operation that enhances the horizontal positional information, G, denotes the Group Normalization, o
denotes the sigmoid non-linear activation function, z,, denotes the vertical feature mapping, F,, denotes a 1D
convolution operation that enhances the vertical positional information, x. denotes the input feature map,
y" denotes the horizontal positional attention, y* denotes the vertical positional attention, and Y denotes
the output of the ELA module.

Since the CA module needs to calculate the attention weight of the entire feature map and long-distance
dependencies cannot be captured, which affects the model’s detection accuracy, this paper replaces the CA
module with the ELA module to obtain ELA_HSFPN. Through this fusion module, the model can effectively
address multiscale detection tasks and attain improved performance.

3.3 SCDH Module

The number of parameters required by the YOLOv8n detection head is much greater than that of the
YOLOVS5 version, accounting for nearly 1/3 of the whole model. The reason for this is that YOLOv8n adopts
a decoupling head structure to split regression and classification tasks. For multiclass defect detection cases,
the use of a decoupling head can significantly improve the model’s feature extraction ability because during
the multiclass training process, the classification (Cls) branch is related to the class, and the bounding box
(Bbox) regression branch is unrelated to the class. In the one-class detection case, the Cls branch and the Bbox
regression branch are related to the class, so it is often better to use a coupling head with shared parameters.
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The YOLOvVS detection head uses two 3 x 3 convolutions and one 1 x 1 convolution in each branch, which
greatly increases the number of required parameters. To make the detection head lightweight and mitigate
the loss of detection accuracy, an SCDH is designed to replace the original detection head, and its structure
is shown in Fig. 8.
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Figure 8: SCDH structural diagram

The three feature layers begin by modifying the channel count through a 1 x 1 convolution performed
on the extracted features. Next, the number of parameters is significantly decreased by two simultaneous
3 x 3 shared convolutions, making the model more lightweight. Finally, we separate the regression and
classification branches. Moreover, the detection head’s feature extraction capability weakens after its weight
is reduced; thus, GN is introduced to supplant the BN operation within the original convolution module
as a remedy for preventing significant performance degradation. As mentioned in the section concerning
the previous improvement module, GN outperforms BN in terms of performance and generalizability. In
addition, GN was proven to enhance the detection head’s localization and classification performance in fully
convolutional one-stage object detection (FCOS) [25]. A scale layer is applied after the regression branch
to scale the features, thus solving the problem that the target scales detected by each detection head is
different when using a shared convolution. In summary, through the SCDH, the numbers of parameters and
calculations needed by the whole model can be greatly reduced, and the generalizability and robustness of
the model can be enhanced while retaining its lightweight characteristics.

3.4 SIoU Loss Function

The intersection over union (IoU) is a measure of how well a given object is detected in a dataset and
is calculated as the union of the predicted and true boxes divided by the intersection between the predicted
and true boxes. YOLOVS uses the CIoU in its regression loss, which is an improvement upon the generalized
IoU (GIoU) and distance IoU (DIoU) because of their shortcomings. It increases the loss of the detection box
scale and the length and width losses to make the predicted box more consistent with the true box, but its
aspect ratio is described by a relative value, which involves some ambiguity. When the predicted box matches
the real box in aspect ratio, the penalty effect disappears, and the loss function is difficult to optimize. Thus,
this paper substitutes the CIoU with the SIoU, which contains four cost functions: an angle cost, a distance
cost, a shape cost, and an IoU cost.
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The angle cost uses angles to perceive losses, as shown in Fig. 9, which helps to enhance the model’s
training speed and accuracy. It also helps mitigate model complexity, especially in terms of solving the
“wandering” problem when predicting distance-related variables. Its formula is as follows:

A =1-2xsin’ (arcsin (x) - g) (11)

. t 2 t 2 t . t
where x = < = sin (&), 0 = \/(b‘ch - bcx) + (bfy - bcy) ,and cj, = max(bfy,bcy) - mln(bfy, bcy). b, and
b8' represent the coordinates of the predicted box B and the true box B¢7, respectively.
The distance cost is an optimization of the angle cost. As shown in Fig. 10, the core idea is that as the
angle difference between the predicted box and the true box increases, the contribution of the distance error

to the overall loss should be significantly reduced, making the predicted box closer to the true box regarding
their spatial positions.
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h

Figure 10: Distance cost diagram

Its formula is as follows:

A=) (l—efypt) (12)
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The shape cost is the part of the loss function that is responsible for handling aspect ratio mismatches,
that is, judging the similarity in shape between the predicted box and the true box. Its formula is as follows:

N
Q=Y (1-¢™) (13)
t=w,h
|w—wgt| |h—hgt| . . . . .
where w,, = Gy’ O = T (i) and 0 is the key term of this formula, which determines the attention

required for the shape cost; its defined range is from 2 to 6, and it usually takes a value of 4.

The IoU cost is simply 1 minus the ratio between the intersection and union of the two boxes, as shown
in Fig. 11, which is intended to emphasize the nonoverlap between the two. Its formula is as follows:

IoU ‘BOBGT‘ (14)
°Y = |BuUBCT|
In summary, the formula for the SIoU is as follows:
A+Q
SIoUjpss =1-10U + (15)

B

e

[w-we|

Figure 11: IoU diagram

The SIoU is an improved IoU loss that aims to provide a smoother gradient to enhance the convergence
speed and prediction accuracy of the constructed model. It considers the angle, distance and shape costs
of the bounding box on the basis of calculating the IoU to enhance the accuracy and robustness of the
localization results. The improved YOLOvVS8 network structure is shown in Fig. 12.
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Figure 12: Diagram of the improved YOLOv8 network architecture
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4 Experimental Results and Discussion

4.1 Dataset and Preprocessing

In this work, the APSPC aluminum defect detection dataset is used to confirm the effectiveness
of improvements presented herein. The pictures in the APSPC dataset are derived from the innovation
competition held by Tianchi Laboratory. This dataset contains 1885 images with a resolution of 2560 x 1960,
and the images cover 10 categories: depression, nonconductive, scratch, orange peel, reveal, bruise, pit,
coating cracking, embossing powder and dirty spot defects. Examples of various types of defects are shown
in Fig. 13.

(a) Depression (b) Nonconductive (c) Scratch

(f) Bruise (g) Pit (h) Coating cracking (i) Embossing powder  (j) Dirty spot

Figure 13: Defect example diagram

When the amount of sample data is insufficient, overfitting easily occurs, which affects the training
process and reduces the model’s generalizability. Therefore, it is crucial to enhance the dataset before
starting the experiment. In terms of an online enhancement, the initial YOLOv8 model has Mosaic turned
on by default. For offline enhancement purposes, this experiment adopts the method of first performing
division and then applying the enhancement because the method of first applying the enhancement and then
performing division will cause data leakages; this leads to enhanced images of the pictures in the validation
set appearing in the training set, which leads to the evaluation results produced by the model being too
optimistic. Although this strategy can improve the core indicators after training, it affects the actual detection
effect. Therefore, this paper first divides the dataset at a ratio of 8:2 and then expands the training set with
horizontal, vertical and horizontal-vertical flipping, resulting in a final training set consisting of 4131 images
and a validation set containing 360 images.

4.2 Experimental Environment and Parameter Settings

The hardware environment used for the experiment is as follows: the CPU is an Intel Core i9-13980HX,
the GPU is an NVIDIA GeForce RTX 4080, and the memory is 32 GB. The software environment includes
Windows 11 (version number 23H2), the programming language is Python 3.11.9, and the deep learning
framework is PyTorch 2.3.0, with CUDA version 12.6. The experimental parameters are kept constant
throughout the training process. The specific parameters are shown in Table 1.
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Table 1: Experimental parameter settings

Parameter name  Parameter value

Image size 640 x 640

Number of epochs 200

Batch size 32

Number of workers 8

Optimizer Stochastic Gradient Descent (SGD)
Learning rate 0.01

Momentum 0.937

Weight decay 0.0005

4.3 Evaluation Indicators

In this experiment, we assess the performance of the proposed model via the precision (P), recall
(R), mean average precision at IoU = 0.5 (mAP@0.5), mAP@0.5:0.95, number of parameters (Params),
giga floating-point operations per second (GFLOPs), and frames per second (FPS) metrics. The relevant
calculation formulas are provided below:

TP
p= -~ (16)
TP+ FP
TP
= — (17)
TP+ FN
1
AP = f P(R)dR (18)
0
1 N
mAP = — > AP; (19)
N i=1

where true positives (TP) define the positive detection rate, false positives (FP) describe the false detection
rate, false negatives (FN) represent the miss rate, N is the total number of classes, and AP is the average
precision achieved for each class.

4.4 Ablation Experiments

To verify the effectiveness of each improved module, this paper conducts a series of ablation experiments
on the APSPC dataset for testing YOLOv8n. The results are shown in Table 2.

Table 2: Results of ablation experiments

Models C2f DWR ELA SCDH SIoU P/% R/% mAP@ mAP@ Params/M GFLOPs FPS
_DRB _HSFPN 0.5/% 0.5:0.95/%
1 675  55.0 58.5 36.1 3.0 8.1 232.6
2 v 65.7 553 59.4 36.7 2.8 7.8 250.0
3 v 63.8 6ll1 62.1 375 2.5 6.9 238.1
4 Vi 66.8 60.5 62.0 373 2.4 6.5 250.0
5 Vv 67.5 571 60.2 371 3.0 8.1 227.3
6 v v 625 62.8 62.4 37.8 2.4 6.7 222.2
7 v v 68.4  59.2 61.1 375 2.2 6.3 238.1
8 Vi Vi 554 60.7 59.8 36.8 2.8 7.8 238.1
9 v v 66.9 59.6 63.4 37.0 2.2 5.8 222.2

(Continued)



2690 Comput Mater Contin. 2025;84(2)

Table 2 (continued)

Models C2f DWR ELA SCDH SIoU P/% R/% mAP@ mAP@ Params/M GFLOPs FPS
_DRB _HSFPN 0.5/%  0.5:0.95/%
10 v v 593 577 58.7 35.0 25 6.9 2273
1 v v 709 583 62.2 375 2.4 6.5 250.0
2 v/ v/ 713 595 63.0 374 2.0 5.5 2326
B v/ J 659 593 60.9 36.6 24 6.7 2273
14 v v v 673 594 60.7 372 22 5.8 2222
5 v v v 719 590 63.6 38.5 2.0 5.5 243.9

Experiment 1 uses the benchmark data before applying the improvement for comparison purposes
in the subsequent experiments. In experiment 2, only the last two C2f modules in the high-level part of
the backbone are replaced by the C2f DWR_DRB. This module increases the ERF without increasing the
burden imposed on the model, which increases the mAP@ 0.5 and mAP@ 0.5:0.95 by 0.9% and 0.6%,
respectively, reduces the number of parameters and calculations by 6.7% and 3.7%, respectively, and increases
the FPS by 7.5%. In experiment 3, ELA_HSFPN is used to replace the feature fusion part of the original
model, as it can more effectively address multiscale detection tasks. The mAP@ 0.5 and mAP@ 0.5:0.95
are increased by 3.6% and 1.4%, respectively, and the number of parameters and number of calculations
are reduced by 16.7% and 14.8%, respectively. In experiment 4, the SCDH is used to replace the original
detection head, which can enhance the generalization ability and robustness of the model while retaining its
lightweight characteristics. The mAP@ 0.5 and mAP@ 0.5:0.95 are increased by 3.5% and 1.2%, respectively,
and the number of parameters and number of calculations are reduced by 20% and 19.8%, respectively,
while a high number of detection frames is maintained. In experiment 5, the SIoU is used to provide a
smoother gradient for enhancing the convergence speed and prediction accuracy of the model, and doing
so increases the mAP@0.5 and mAP@ 0.5:0.95 by 1.7% and 1.0%, respectively. In experiments 6 to 14, any
two or three improvement modules are combined; the mAP@0.5 values of the each model improve upon
that of the baseline, and all variants reduce the model size. Finally, in experiment 15, these four modules are
integrated into the model together; the P, R and FPS metrics are increased by 4.4%, 4% and 4.9%, respectively;
mAP@0.5 and mAP@0.5:0.95 are increased by 5.1% and 2.4%, respectively; and the numbers of parameters
and calculations are reduced by 33.3% and 32.1%, respectively, to achieve the goal of achieving improved
detection performance while maintaining a low weight. However, when experiment 15 reaches the highest P,
R decreases compared with the previous experiments, because P and R are typically in a trade-off relationship.
In some cases, in order to improve P, the model will become more conservative, that is, only when the sample
is very certain will the model predict it to be positive. This may lead to some samples that could be predicted
as positive being judged as negative, thus reducing R.

Ablation experiments demonstrate that, within the aluminum surface defect dataset, the four improve-
ments developed in this paper and their combinations are helpful for improving the resulting detection
performance, which proves the effectiveness of each module.

4.5 Comparative Experiments
4.5.1 Loss Function Comparison Experiments

To verify the superiority of the SIoU loss function in aluminum surface defect detection tasks over other
mainstream loss functions, the loss function is replaced based that of the YOLOv8n model on the APSPC
dataset to complete a comparison experiment.
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As shown in Table 3, the mAP@0.5 of the SIoU outperforms those of the other mainstream loss
functions, such as efficient IoU (EIoU). Compared with the CloU used by the model before applying the
improvement, although the SIoU decreases by 2.28% in terms of FPS, it still maintains a high detection speed
and increases by R 2.1%, which reduces the missed detection rate of the model; it also increases the mAP@0.5
by 1.7%, which represents a detection accuracy improvement. Although the GIoU and inner-ClIoU losses
have the highest precision and recall values, respectively, they lag behind the SIoU in terms of other metrics
as well as the most important mAP@0.5 measure. Through this experiment, it can be proven that the SloU
has the best comprehensive performance and positioning accuracy on the aluminum surface defect dataset.

Table 3: Comparison among the detection performances achieved with different loss functions

Loss function P/% R/% mAP@0.5/% FPS

CloU 675 55.0 58.5 232.6
GIloU 69.9 555 59.7 217.4
EloU 63.5 570 59.4 156.3
Inner-CloU 60.9 61.4 59.6 232.6
SIoU 675 571 60.2 2273

4.5.2 Algorithm Comparison Experiments

To vlidate the superiority of the proposed algorithm in aluminum surface defect detection tasks
over other mainstream YOLO algorithms and recent scholar’s improved algorithm YOLOV8-FD [26],
comparative experiments are performed on the APSPC dataset under identical experimental conditions and
parameter configuration.

As shown in Table 4, the improved algorithm outperforms other algorithms regarding detection
accuracy, model parameter quantity and calculation quantity. The proposed algorithm provides a 2.4%
mAP@0.5 increase over YOLOV5n, and the model parameters and calculations are decreased by 20% and
22.5%. Compared with those of the newer YOLOv1ln and YOLOvI2n models, the mAP@0.5 of the proposed
algorithm is 3.5% and 4.2% higher, respectively, and it has the highest detection speed with the smallest
numbers of parameters and calculations. Compared with YOLOvV8-FD, the mAP@0.5 of the proposed
algorithm is 2.0% higher, which proves its outstanding performance in addressing multiscale detection
task. Although the YOLOVS-FD algorithm makes the network lightweight by using dynamic unsampling
feature pyramid network (DUFPN) at the neck, it causes a significant drop in FPS, while the proposed
algorithm strikes a superior balance between lightweight and detection performance through SCDH. This
experiment demonstrates that on the aluminum surface defect dataset, the proposed algorithm can carry out
the detection task most efficiently.

Table 4: Comparison among the detection performances of different algorithms

Models mAP@0.5/% Params/M GFLOPs FPS
YOLOv3-tiny 50.5 12.1 18.9 204.1
YOLOvV5n 61.2 2.5 71 250
YOLOv6n 59.6 4.2 11.8 227.3
YOLOv8n 58.5 3.0 8.1 232.6
YOLOv9t 57.9 2.0 7.6 227.3

(Continued)
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Table 4 (continued)

Models mAP@0.5/% Params/M GFLOPs FPS
YOLOvIOn 59.7 2.3 6.5 238.1
YOLOvlln 60.1 2.6 6.3 2374
YOLOvI2n 59.4 2.6 6.3 197.0
YOLOvVS-FD 61.6 2.1 6.0 131.5
Ours 63.6 2.0 55 243.9

4.6 Generalization Experiments

To vlidate the generalizability of the proposed algorithm to other industrial scenarios, the basic
algorithm and the improved algorithm are tested in the same experimental environment and under the
same parameter configuration on the open NEU-DET dataset; additionally, YOLOv5n and YOLOvl1n, which
perform well in the comparative experiment, are selected as controls. The dataset is a steel strip surface defect
dataset containing 1800 images with a resolution of 200 x 200, covering 6 categories: crazing, inclusion,
patches, pitted surfaces, rolled-in scales and scratches. The number of epochs is set to 300 to achieve a fit.

Although these two datasets respectively focus on the surface defects of aluminum materials and steel
materials, there are certain similarities in the types of defects they involve. For example, defects such as
scratches and cracks may occur on the surfaces of both materials, only that their manifestations may be
slightly different. From the perspective of materials science, there are certain commonalities in the formation
mechanisms of surface defects of metallic materials, which provides a certain foundation for the model to
recognize surface defects on different materials. Secondly, the model learns the general features of defects,
such as edges, textures, and shapes, rather than the features specific to the surface defects of a certain material.

As shown in Table 5, our algorithm still achieves the greatest detection accuracy on this dataset. The
mAP@0.5 improves by 2.2%, and the FPS increase by 11.4%. Although YOLOVIln in the control group
achieves the highest recall rate and FPS in this dataset comparison, the proposed algorithm is still 7.9% and
0.5% ahead of YOLOVIIn in terms of the accuracy rate and the key mAP@0.5 indicator, respectively. This
experiment clearly shows that the proposed algorithm also exhibits strong detection performance for other
defect types, which demonstrates the generalizability of the improved model.

Table 5: Comparison among the generalization performances of different algorithms

Models P/% R/% mAP@0.5/% FPS

YOLOv5n 709 68.5 73.7 151.5
YOLOv8n 66.6 719 73.4 1471
YOLOvlln 684 721 75.1 188.8
Ours 76.3 65.5 75.6 163.9

4.7 Visual Analysis
4.71 Visual Heatmap Analysis

To visually demonstrate the performance enhancement of the improved model, we employ Gradient-
weighted Class Activation Mapping (Grad-CAM) heatmap. The heatmap tool helps visualize the detection
effects both before and after applying the improvement. The regions that the algorithm focuses on are also
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darker and redder in color. In this experiment, layers 8 and 10 of the algorithm are selected for heatmap
generation, as these layers provide both adequate spatial resolution for object localization and rich semantic
information for category identification.

As shown in Fig. 14b, in addition to the defect area, the algorithm without the improvement also pays
extra attention to the top side of the image and the bottom border of the aluminum material, and after
this interference, the attention paid to the embossing powder defect is also low. Fig. 14c shows that the
improved algorithm focuses only on the embossing powder area, eliminates other interference, and detects
the defects suffered by slender large strip targets. In Fig. 14e, the original algorithm fails to find the dirty
spot and generates a wide range of invalid attention values around it. However, as shown in Fig. 14f, the
improved algorithm accurately focuses on the defects and detects point-like small target defects. Through
this experiment, it can be proven that the C2f DWR_DRB and ELA_HSFPN module can effectively enhance

model attention.

(a) Original (b) Before (c) After (d) Original (e) Before (f) After

Figure 14: Heatmap comparison

4.7.2 Visual Analysis of P-R Curves

To visually demonstrate the performance enhancement of the improved model for various defect types,
P-R curves are employed to visualize the detection effects both before and after applying the improvement.
The area under the curve represents the mAP@0.5 for detecting each type of defect.

As shown in Fig. 15, except for a slight decrease in the mAP@0.5 for the scratch and reveal defect types,
the mAP@0.5 of other defect types has been improved to varying degrees, demonstrating the improved
model’s ability to cope with multi-scale detection tasks.

Precision-Recall Curve Precision-Recall Curve
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Figure 15: Comparison of P-R curves
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4.7.3 Visual Analysis of the Detection Results

For a more comprehensive view of the improved model’s performance gains, we deploy both the
improved and original models to detect various defects on the surfaces of aluminum materials, and the results
are shown in Fig. 16.

Figure 16: Comparison among the produced detection results
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The defects shown in Fig. 16a-j of the above figure are depression, nonconductive, scratch, orange
peel, reveal, bruise, pit, coating cracking, embossing powder and dirty spot, respectively. The detection
confidence of each picture is improved after the model is improved. In Fig. 16¢,j, the original model had
weak detection ability for small targets such as dirty spots, and missed detection occurred, but the improved
model successfully detected them. In Fig. 16h, the new model not only boosts the detection confidence for
large target defects such as coating cracking but also correctly detects the revealed defects. In summary, this
visual experiment intuitively shows that the improved model enhances the detection accuracy, has stronger
robustness, and can significantly lower the model’s missed detection rate.

5 Conclusion

To address the aluminum surface defect detection task in actual production processes, this paper
proposes an improved YOLOvS8n algorithm. First, a DWR module and a DRB are fused and incorporated
into C2f, and the C2f DWR_DRB module is designed to substitute the C2f module at the high level of the
backbone network, which enriches the gradient flow information and increases the ERE. Second, the ELA
mechanism is used to improve the HSFPN, and an ELA_HSFPN is designed to substitute the original feature
fusion module so that the model can more effectively address multiscale detection tasks. An SCDH is then
designed to substitute the initial detection head, which enhances the model’s capability and generalizability
while retaining its lightweight characteristics. Finally, the SIoU is introduced to substitute the initial loss
function to provide a smoother gradient for improving the convergence speed and prediction accuracy
of the model. The experimental results show that the improved algorithm achieves improvements in all
respects. Compared with those achieved before applying the improvement, the mAP@0.5 is increased by
5.1%, the number of parameters and calculations is decreased by 33.3% and 32.1%, respectively, and the FPS
is increased by 4.9%. This approach is lightweight and enhances both the detection accuracy and speed of
the constructed model. Compared with other mainstream algorithms, the proposed method demonstrates
superior performance in terms of model size and detection accuracy. Moreover, it maintains its performance
advantage when applied to other defect types, thereby validating the generalizability of the model. However,
our experiment still has some limitations, such as a single dataset source, insufficient sample size, and poor
annotation quality. Moreover, the improved algorithm may also have generalizability issues when facing
different scenarios, devices, and materials. In future research, on the one hand, we need to enhance further
detection accuracy for small targets such as bruises and dirty spots, and for slender strip targets such as
scratches, to elevate the overall accuracy level. On the other hand, we need to expand the source and scale
of the dataset and improve the consistency of annotation to enhance the generalization ability and accuracy
of the model.
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