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ABSTRACT: In large-scale Wireless Rechargeable Sensor Networks (WRSN), traditional forward routing mechanisms
often lead to reduced energy efficiency. To address this issue, this paper proposes a WRSN node energy optimization
algorithm based on regional partitioning and inter-layer routing. The algorithm employs a dynamic clustering radius
method and the K-means clustering algorithm to dynamically partition the WRSN area. Then, the cluster head
nodes in the outermost layer select an appropriate layer from the next relay routing region and designate it as the
relay layer for data transmission. Relay nodes are selected layer by layer, starting from the outermost cluster heads.
Finally, the inter-layer routing mechanism is integrated with regional partitioning and clustering methods to develop
the WRSN energy optimization algorithm. To further optimize the algorithm’s performance, we conduct parameter
optimization experiments on the relay routing selection function, cluster head rotation energy threshold, and inter-layer
relay structure selection, ensuring the best configurations for energy efficiency and network lifespan. Based on these
optimizations, simulation results demonstrate that the proposed algorithm outperforms traditional forward routing,
K-CHRA, and K-CLP algorithms in terms of node mortality rate and energy consumption, extending the number of
rounds to 50% node death by 11.9%, 19.3%, and 8.3% in a 500-node network, respectively.
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1 Introduction
Wireless Sensor Network (WSN) has been widely applied in various fields; however, limited energy

supply remains a major bottleneck restricting their long-term operation [1]. Wireless Rechargeable Sensor
Network (WRSN) offers an effective solution to the energy constraints of WSN and has become one of
the research hotspots [2,3]. WRSN is a WSN in which a wireless charging base station or mobile wireless
charging device is identified to replenish the energy of the depleted node in a timely manner through
this wireless power transfer technology [4]. Depending on the size of the monitored area, WRSN models
can be categorized into large-scale and small/medium-scale networks. Compared to small medium-scale
WRSN, large-scale WRSN has a broader scope of application, greater scalability, and offers higher research
potential and value [5]. Therefore, the background of this paper is a large-scale WRSN environment. The
wireless charging technologies used in WRSN mainly include electromagnetic radiation, inductive coupling,
and magnetic resonant coupling. Among these, magnetic resonant coupling is widely employed due to
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its advantages of high transmission power, high efficiency, and omnidirectional charging capabilities [6].
A typical magnetic resonant coupling-based WRSN generally comprises a base station node, multiple
rechargeable sensor nodes, one or more mobile chargers (MC), and a service station node. The sensor nodes
and the base station node together form the WRSN, which is responsible for data collection, processing,
storage, and transmission, while the service station node and the MC constitute the charging system that
replenishes energy for both the MC and the sensor nodes.

In practical applications, due to the limited energy capacity carried by the MC and its restricted charging
coverage, ensuring the continuous and efficient operation of the WRSN requires reducing or balancing
network node energy consumption. This helps lower the complexity of charging scheduling, improve energy
conversion efficiency, and extend the network’s lifespan. Although WRSN shares some similarities with the
energy optimization methods used in WSN, the ability of sensor nodes in WRSN to rapidly replenish energy
means that balancing sensor node energy consumption is no longer the primary objective. Instead, WRSN
energy optimization should focus on minimizing the charging movement path of the MC and balancing node
charging time while further reducing sensor node energy consumption. Additionally, large-scale WRSN
requires more energy, and the dynamic and heterogeneous nature of sensor node energy consumption rates
makes the energy constraint issue even more significant in large-scale WRSN.

Current research on WRSN node energy consumption optimization primarily focuses on maximizing
network lifespan, with clustering-based routing algorithm optimization being the predominant approach [7].
Han et al. [8] applied the K-means algorithm to cluster WRSN, balancing energy consumption caused by
data transmission. However, the selection of initial anchor node positions significantly affects clustering
results, and the method is unsuitable for large-scale WRSN due to its inability to adjust the clustering radius
dynamically. Dong et al. [9] proposed an improved clustering algorithm based on K-means, in which the
cluster radius calculation formula comprehensively considers three factors: the remaining energy of intra-
cluster nodes, the distance to the cluster center, and the number of times a node has been selected as a
cluster head. A multi-objective optimization algorithm is used to optimize the weight parameters. Although
this clustering method effectively balances node load, it cannot prevent the overcharging of central nodes
within a cluster during multi-node charging by a single MC. Han et al. [10] proposed a non-uniform
clustering algorithm that selects cluster head nodes based on remaining energy and distance from the base
station while determining the clustering radius by considering the number of neighboring nodes and their
positions. However, the MC’s charging coverage radius in this method is fixed, which does not align with
real-world scenarios. Zhou et al. [11] applied evolutionary game theory to clustering routing algorithms,
where each node acts as a game participant and makes decisions based on its remaining energy, the number
of neighboring nodes, and other factors, thereby balancing energy consumption among nodes. However,
this method imposes high computational demands on each decision-making node, making it impractical
for energy-constrained wireless sensor networks. Wang and Jiang [12] proposed an energy consumption
optimization algorithm based on dynamic clustering for large-scale WSN. By considering node location and
residual energy, the algorithm utilizes dynamic energy data information to identify the optimal cluster head
node. However, this approach follows a traditional routing mechanism. Boukerche et al. [13] selected the MC
charging radius as the clustering radius while considering node independence, residual energy, and neighbor
distances as criteria for cluster head election. This method prevents premature energy depletion of heavily
loaded cluster head nodes and effectively balances the number of clusters and inter-cluster communication
energy consumption. However, it is only applicable to WRSN with uniformly distributed nodes. Yi et al. [14]
proposed a real-time non-uniform clustering charging algorithm that prioritizes charging based on node
charging deadlines and distance from the MC. However, this method does not consider multi-hop routing.
Sha et al. [15] proposed a multi-hop data forwarding strategy based on candidate cluster heads while dividing
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the network into multiple annular sector regions of different sizes, each equipped with an MC for node
charging. This method alleviates the energy hole problem and balances energy consumption during data
transmission. However, it is limited to WRSN scenarios with uniformly deployed nodes. Ijemaru et al. [16]
constructed a topology using a novel clustering algorithm designed to balance the number of clusters
and inter-cluster communication energy consumption in a large-scale WRSN. However, their method still
employs a traditional forwarding routing mechanism, differing from the routing mechanism proposed in
this paper. Rajaram et al. [17] developed an enriched energy-optimized LEACH protocol for data transfer,
combining efficient clustering with an optimal route selection mechanism to enable energy-efficient routing
in WSN. However, this method is specifically designed for WSN environments using the LEACH protocol.
Hu et al. [18] proposed a clustering and routing protocol that integrates quantum particle swarm optimization
and fuzzy logic to enhance energy efficiency and prolong network lifespan. Their method employs an
enhanced quantum particle swarm optimization algorithm for optimal cluster head selection, but is tailored
for WSN environments with traditional forwarding routing mechanisms.

From the above analysis, it is evident that in traditional WRSN clustering-based routing algorithms,
sensor nodes within a cluster transmit monitored data to the base station via cluster head nodes, which
contributes to balancing and reducing node energy consumption. However, since these methods fail to
account for the Mobile Charger (MC)’s movement distance during charging, they often result in low energy
utilization efficiency [19]. To address these issues, this paper proposes a hierarchical routing mechanism-
based WRSN node energy consumption optimization algorithm. This algorithm effectively balances and
reduces WRSN node energy consumption, extends network lifespan, and produces a more reasonable WRSN
cluster structure. Meanwhile, the algorithm transfers the energy consumption of the outermost nodes to the
inner layers, thereby enhancing the energy utilization efficiency of the MC in the WRSN network. The main
contributions of this paper are as follows:

• A hierarchical routing mechanism is proposed. The monitoring area is partitioned using a dynamic
cluster radius-based method, with distance serving as the inter-cluster division criterion. Subsequently,
the outermost cluster head node dynamically selects relay routing layers for data transmission based on
maximum communication distance.

• An analysis of key parameters is conducted, including routing selection functions, cluster head rotation
energy thresholds, and routing layer division structures. These parameters are optimized through
simulation experiments.

• A region-partitioning and hierarchical routing-based energy optimization algorithm is developed.
Comparative simulations with traditional forward clustering routing algorithms demonstrate the supe-
riority of the proposed method in network lifespan extension, cluster structure stability, and MC
charging efficiency.

The remaining sections of the paper are organized as follows: Section 2 presents the WRSN energy
consumption model and analysis; Section 3 details the energy optimization method incorporating region
partitioning and inter-layer routing; Section 4 provides simulation results and analysis; Section 5 concludes
the study paper.

2 WRSN Energy Consumption Model and Analysis

2.1 WRSN Energy Consumption Model
This paper adopts the first-order wireless communication model, which is widely used in WSN, as the

energy consumption model for WRSN nodes [20], as shown in Fig. 1. The primary energy consumption of
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a node includes communication energy consumption and data processing energy consumption. Communi-
cation energy consumption consists of the energy consumed by the transmission circuit when sending data,
the power amplifier energy consumption, and the energy consumed by the receiving circuit when receiving
data. Meanwhile, data processing energy consumption refers to data fusion energy consumption. Since the
transmission and reception circuits have similar structures, the energy consumption of the transmission
circuit is approximately equal to that of the reception circuit.

Figure 1: WRSN sensor node energy consumption model

In Fig. 1, ε represents the energy consumption required to transmit 1 bit of data through the power
amplifier in the channel model (the value varies depending on the channel model). di j denotes the commu-
nication distance between nodes i and j. Etx−e l ec refers to the energy consumption of the transmission circuit
for sending 1 bit of data (with a value of Ee). Etx−am p (di j) represents the energy consumption of the power
amplifier during data transmission between node si and node s j (with a value of εdi j). Erx−e l ec denotes the
energy consumed by the receiving circuit for receiving k bits of data (with a value of kEe). Ed a represents the
energy consumption of the cluster head node when fusing 1 bit of data. In terms of node transmission energy
consumption, different communication distances correspond to different channel models: the free-space
channel model and the multi-path fading channel model. Both models assume a symmetric wireless channel,
meaning that the energy consumption for node si to send data to node s j is affected by the transmitted data
volume and the transmission distance between si and s j. Similarly, the energy consumption for node si to
send the same amount of data to node s j is identical to the energy consumption for node s j to send the same
data to node si . The energy consumed by node si when transmitting data to node s j is calculated as shown
in Eq. (1).

Etx (di j) = Etx−e l ec + Etx−am p (di j) = {
Ee + ε f s × di j

2, di j ≤ d0
Ee + εam p × di j

4, di j > d0
. (1)

In Eq. (1), ε f s represents the energy consumption for transmitting 1 bit of data through the power
amplifier in the free-space channel model. The typical value of ε f s is 10 pJ/ (bit ⋅m2). On the other hand, εam p
represents the energy consumption for transmitting 1 bit of data through the power amplifier in the multi-
path fading channel model. The typical value of εam p is 0.0013 pJ/ (bit ⋅m4). If the communication distance
di j between nodes exceeds d0, the multi-path fading channel model is selected. If di j does not exceed d0,
the free-space channel model is chosen [21]. d0 represents the boundary distance between the two channel
models, and its calculation is shown in Eq. (2).

d0 =
√ ε f s

εam p
. (2)
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Since the energy consumption of a node receiving data is only related to the amount of received data,
the energy consumption of node si when receiving data can be expressed as shown in Eq. (3).

Erx−e l ec = Ee . (3)

In WRSN, if a node serves as a cluster head node, it will perform data fusion on both the monitoring
data transmitted by other ordinary nodes within the cluster and the data it collects itself. Typically, after data
fusion, the cluster head node compresses the data by a certain ratio. The data compression formula is shown
in Eq. (4), where a represents the data compression ratio during data fusion, and its value range is given in
0 < a ≤ 1 [22].

k1 = (
1
a
− 1) k2. (4)

Assuming that the receiving circuit receives k2 bits of data, this paper considers ultimately aggregating
it into 1 bit for data relaying and forwarding, i.e., k1 is 1-bit data. At this point, the energy consumption for
data aggregation is k1Ed a , which is directly denoted as Ed a .

2.2 WRSN Communication and Routing Energy Consumption Analysis
In a small-scale WRSN, a single-hop clustering routing method is generally used for data transmission.

That is, after the self-organizing process, all sensor nodes in WRSN form multiple clusters based on the
clustering routing protocol. Each cluster selects a cluster head node as the aggregation node to collect
data acquired by all nodes within the cluster in the monitoring area. After processing and integrating
the intra-cluster information, the cluster head node directly transmits the data to the base station. The
energy consumption calculation methods for WRSN nodes using single-hop clustering routing are shown
in Eqs. (5)–(8) [22].

E1 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

EBs−CHD i = Erx−e l ec × ctrl pack

ECHDi−CMR j =
n
∑
j=1
(Etx−e l ec + Etx−am p (di j)) × ctrl pack , (5)

E2 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

EC MR j−CHDi =
T
∑
t=1

n
∑
j=1
(Erx−e l ec + Ed a) × datapack

ECHDi−Bs =
T
∑
t=1

n
∑
j=1
(Etx−e l ec + Etx−am p (di−Bs)) × datapack

, (6)

ECHDi = E1 + E2, (7)

e = {eCHDi−C MR j = Erx−e l ec × ctrl pack
eC MR j−CHD = (Etx−e l ec + Etx−am p (d ji)) × datapack . (8)

In the above expressions, ctrl pack and datapack represents the lengths of the control packets and data
packets, respectively. T is the operation cycle of WRSN. The remaining symbols remain consistent with the
WRSN sensor node energy consumption model in Fig. 1. In Eq. (7), the energy consumption of the cluster
head node i, denoted as ECHDi , mainly consists of two parts: the energy consumption during the clustering
phase E1 and the data collection and transmission energy consumption E2. The clustering phase energy
consumption E1 includes the energy consumption for receiving control packet data sent by the base station,
EBs−CHD i , and the energy consumption for sending control packets from the cluster head node i to the
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cluster member node j, denoted as ECHDi−CMR j . The data collection and transmission energy consumption
E2 consists of the energy consumed in receiving monitoring data sent by cluster member nodes, performing
data fusion, and sending the fused monitoring data to the base station. In Eq. (8), the energy consumption
of cluster member node j, denoted as e, mainly comprises two parts: the energy for receiving control packets
from the cluster head, which allows the node to join the cluster, eCHDi−C MR j , and the energy for sending
monitoring data to the cluster head during each period, eC MR j−CHD .

However, in a large-scale WRSN environment, due to the limited communication range of nodes, the
cluster head node cannot directly transmit the data collected from cluster members within the current cycle
to the base station. Instead, relay nodes are required to collect and forward inter-cluster data. Since the relay
function in multi-hop clustering routing is also carried out by cluster head nodes, the energy consumption
of ordinary cluster members in multi-hop clustering routing remains the same as in single-hop clustering
routing, following the calculation Eq. (8). The energy consumption of cluster head nodes in multi-hop
clustering routing is calculated using Eqs. (9)–(11) [22].

E3 =
T
∑
t=1
(Etx−e l ec + Etx−am p (dik−ik+1) + Ed a) × datapack, (9)

E4 =
T
∑
t=1

m
∑
k=1

Erx−e l ec × datapack, (10)

EC l usterhead = {
E1 + E2 + E3, clusterhead ≠ rel aynode
E1 + E2 + E3 + E4, clusterhead = rel aynode . (11)

In Eq. (11), the energy consumption of the cluster head node i is divided into two different situations:
one where the cluster head does not act as a relay node and the other where it does. The energy consumption
of the cluster head consists of six parts, with EBs−CHDi , ECHDi−CMR j , EC MR j−CHDi , and ECHDi−Bs remaining
consistent with the energy consumption of cluster head nodes in single-hop clustering routing. The differ-
ences lie in the following two energy consumption scenarios: the first scenario involves a cluster head that
does not act as a relay node, which must send the data collected from its cluster to a nearby relay cluster head
closer to the base station. The energy consumption for this process is denoted as E3. The second scenario
involves a cluster head acting as a relay node, which must also receive data sent from different clusters. This
energy consumption is denoted as E4.

In large-scale WRSN multi-hop clustering routing, only some nodes located in the peripheral mon-
itoring area of WRSN do not participate in relay routing. A comparison of the energy consumption in
both routing methods shows that in multi-hop transmission, relay cluster head nodes closer to the base
station experience higher energy consumption due to frequent data reception and forwarding. This leads
to premature energy depletion, causing the “energy hole” phenomenon, which disrupts WRSN network
connectivity and may result in network failure. To address the energy hole problem, this paper optimizes
the cluster structure by integrating node region partitioning with the K-means clustering algorithm. By
increasing the number of clusters near the base station, the proposed method effectively balances the relay
routing data load, thereby improving network sustainability.

3 Energy Consumption Optimization Method Based on Region Partitioning and Inter-Layer Routing

3.1 Node Area Partitioning Algorithm Based on Dynamic Cluster Radius
The radius of traditional multi-hop clustering routing is fixed and cannot adapt dynamically, making

it unsuitable for large-scale WRSN environments, thus requiring improvement. In a large-scale WRSN, if
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the traditional multi-hop clustering routing is applied, the nodes near the base station will experience rapid
energy depletion, regardless of whether this area is designated as a direct transmission zone or a relay zone
for data aggregation and transmission to the base station. To address this issue, this paper proposes a node
region partitioning method based on dynamic cluster radius. The specific steps are as follows:

Step 1: Considering the minimum deployment distance of nodes, the square monitoring area is defined
by four vertices A0, B0, C0 and D0. The maximum cluster radius of WRSN is r. Connecting each vertex to
the base station and drawing circles centered at A0, B0, C0, D0 with a radius of r the four circles intersecting
the connecting lines at points A1, B1, C1 and D1. The monitoring area A0B0C0D0 is then divided into two
parts: a square region A1B1C1D1 and a rectangular region A0B0C0D0 − A1B1C1D1. The four arc sections are
considered as the maximum cluster structures in the rectangular region.

Step 2: The four vertices of the square region A1B1C1D1 are connected to the base station again, and
circles with a radius of ks f

i r (i = 1) are drawn. This results in: a new square region A2B2C2D2 and a new
rectangular region A1B1C1D1 − A2B2C2D2. Where ks f is the scaling factor, calculated using Eq. (12).

ks f =
1
2
(1 + c d (r, bs) − dmin

dmax − dmin
) . (12)

In Eq. (12), dmax and dmin represent the maximum and minimum distances between WRSN nodes and
the base station. d (r, bs) represents the distance from the circular center to the base station, and c is the
adjustment factor with a value range of c in [0, 1].

Step 3: Repeat Step 2 for further subdivisions, where the new radius is defined as ks f
i r (i = 2, 3, . . . , n)

with n representing the number of partitioning iterations. The process continues until the square region
obtained from subdivision is smaller than

√
2r, at which point the subdivision stops. The circular region

closest to the base station is automatically designated as the (n + 1)-th region.
By adopting the above partitioning method, the sub-region farthest from the base station has the largest

cluster radius. As the sub-regions get closer to the base station, the cluster radius is adjusted using the scaling
factor, gradually reducing the number of nodes within each cluster and the workload of cluster head nodes for
data collection. This approach decreases the energy consumption of cluster head nodes for data acquisition
and reception, allowing them to allocate more energy for data relay and forwarding tasks. Therefore, this
region partitioning method effectively balances energy consumption between clusters near the base station
and those farther away, mitigating the “energy hole” problem. Additionally, it determines an appropriate
cluster radius for each region, enhancing overall network efficiency. The schematic diagram of the regional
division is shown in Fig. 2.

3.2 K-Means Clustering Algorithm
The K-means clustering algorithm is used to divide N input data objects into K predefined clusters. The

algorithm ensures that data objects within the same cluster have high similarity, while objects in different
clusters have low similarity. The similarity criterion is determined by the distance between data objects and
the cluster center. The specific steps for applying the K-means algorithm to WRSN node clustering are as
follows [23]:

Step 1: Based on the WRSN network scale, predefine the number of clusters K, and randomly select K
initial nodes. The coordinates of these nodes are used as the initial cluster center coordinates.

Step 2: Each non-initial node calculates its distance from the K initial cluster centers based on its own
location information and joins the closest cluster. Once all non-initial nodes have joined their respective
clusters, the first clustering result is generated, forming K initial clusters in WRSN.
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Step 3: Each cluster calculates its cluster head position based on the locations of its member nodes.
Step 4: If the coordinates of all cluster heads remain unchanged or the maximum predefined number

of iterations is reached, the algorithm outputs the cluster head nodes and cluster member information.
Otherwise, steps (2) and (3) are repeated to obtain a more optimal clustering result. The implementation
process of the K-means clustering algorithm is shown in Fig. 3.

Figure 2: Regional division schematic diagram
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cluster

Does it meet the termination condition?

N

Y

Output k cluster data

Stact

End

Figure 3: K-means clustering algorithm
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3.3 Inter-Layer Routing Mechanism
After WRSN completes clustering, the nodes enter the data collection and transmission phase. Within

each WRSN operational cycle, ordinary nodes in a cluster transmit their collected monitoring data to the
cluster head node according to their assigned time sequence. The cluster head node then aggregates and fuses
the data before forwarding it to the base station via single-hop or multi-hop transmission, completing one
operational cycle of WRSN. In a large-scale WRSN, the most critical aspect of the routing mechanism is the
selection of multi-hop relay nodes and the rotation strategy for cluster head nodes after a certain number of
operational cycles.

The traditional routing mechanism automatically defines an area within a certain radius from the base
station as a single cluster, where all nodes in this region directly transmit data to the base station via single-
hop transmission. In other hierarchical regions, except for the outermost layer, cluster head nodes act as
relay nodes for data forwarding. A cluster head node at layer n receives data from the cluster head at layer
n − 1, fuses it with data received from its own cluster members, and then forwards it to the cluster head at
layer n + 1. This process is repeated until the data is transmitted to the base station. The traditional routing
mechanism adds cluster head nodes within the communication range to the candidate cluster head set. The
selection of relay nodes considers: 1. Residual energy of candidate cluster head nodes 2. Distance between
candidate cluster head nodes 3. Number of cluster members in each candidate cluster. These three factors
are normalized, weighted, and summed to obtain the scoring function for selecting cluster heads, as shown
in Eq. (13). The candidate node with the highest score is then selected as the relay node, which can be
expressed as CHD∗n+1 = argmax j(Score j), ensuring that the node with the highest residual energy, the
shortest distance, and the smallest load is chosen as the relay node.

Score (CHDn , i , CHDn+1, j) = a1
REn+1, j

REmax
+ a2

dist (CHDn , i , CHDn+1, j)
distmax

+ a3
CMRn+1, j

CMRmax
. (13)

In Eq. (13), REmax, distmax and CMRmax represent the maximum remaining energy of cluster heads in
the next hierarchical level, the maximum distance between cluster heads in the communication range, and
the number of nodes within the cluster, respectively. a1, a2 and a3 are the weights assigned to these three
factors, where ∣a1∣ + ∣a2∣ + ∣a3∣ = 1. Since the distance between cluster heads and the number of nodes within
a cluster are negatively correlated with the selection of relay nodes, it is set that a2 < 0 and a3 < 0.

In the traditional routing mechanism, when the transmission distance is the same or similar, clusters
with fewer nodes or isolated cluster nodes often bear a higher relay burden. However, in large-scale WRSN,
since forwarding routing at each level requires multiple layers to receive and forward data, the overall circuit
transmission and reception energy consumption in the network increases significantly. To address this issue,
this paper proposes an improved routing mechanism with the following key methods:
1. Based on the maximum communication boundary distance d0 in the WRSN energy consumption

model and the cluster head routing load, the dynamically partitioned sub-regions are further merged
to form m regions, generating m-1 relay routing regions.

2. Starting from the outermost cluster head nodes, the next relay routing region is selected based on the
maximum communication distance, and its corresponding layer is designated as the relay routing layer
for data transmission. This process continues until all layers within the relay routing region complete
their cluster head selection. Once this is done, the next relay routing region (e.g., from region 1 to
region 2) is processed. By designing this inter-layer routing mechanism, the transmission and reception
energy consumption of clusters farther from the base station is minimized, while the energy load is
shifted toward clusters closer to the base station. This adjustment facilitates efficient and timely energy
replenishment by the MC for nodes in need of charging.
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After a certain operational period, the cluster head nodes at the inner and outer hierarchical levels
tend to deplete their energy quickly due to the relay data forwarding. Although the traditional relay routing
selection can somewhat disperse the routing load on cluster head nodes, they still face rapid depletion
compared to ordinary nodes. Therefore, a rotation of cluster heads within the cluster is necessary to upgrade
nodes with higher remaining energy to become cluster heads, thereby balancing energy consumption among
the nodes in the cluster.

After a certain number of operational cycles, the inner and outer cluster head nodes in WRSN
experience rapid energy depletion due to relay data forwarding. While the traditional relay node selection
method can partially distribute the routing load, cluster head nodes still deplete their energy faster than
ordinary cluster members, making them prone to failure. To balance energy consumption, it is necessary
to rotate the cluster head role among the remaining nodes, promoting high-energy nodes to cluster heads.
This paper introduces a cluster head rotation mechanism based on a remaining energy threshold H: 1. If
the current cluster head’s remaining energy falls below the threshold, the node with the highest remaining
energy in the cluster is selected as the next cluster head for the upcoming cycle. 2. If all nodes in the cluster
fall below the threshold, the next cluster head is chosen sequentially based on the highest remaining energy
among cluster members.

Combining the improvements to the traditional routing mechanism with the cluster head rotation
strategy, this paper designs a hierarchical routing mechanism with the following specific steps:

Step 1: Integrate the sub-regions to form a set of relay routing intervals {Mi}, i = 1, . . . , N , where N is
the number of intervals. Each interval Mi can represent R hierarchical sets as {Li

k}, k = 1, . . . , R, and the
clusters within the hierarchy as {clusteri ,k

j }, j = 1, . . . , C, where C is the number of clusters.

Step 2: For each cluster clusteri ,k
j within the hierarchy, first select the corresponding relay routing layer

Li+1
k′ from the next interval, where k′ corresponds to the current level k in the next interval. Then, in the

cluster collection of the relay routing layer {clusteri+1,k′
j }, select a cluster based on the relay routing selection

function described in Eq. (13), and designate the cluster’s cluster head node as the relay node.
Step 3: Repeat step 2 to complete the interval transmission design for data from each cluster’s nodes.

During each operational cycle of the WRSN, ordinary nodes within the cluster will transmit data to the
cluster head nodes and compute the energy consumption of the nodes based on Eq. (8). Subsequently, the
cluster head nodes will forward the data to the corresponding level cluster head nodes based on the interval
transmission design and compute their energy consumption using Eq. (11).

Step 4: Set the remaining energy threshold H for the cluster heads and retrieve the energy consumption
of the cluster head nodes from step 3. If any cluster head node’s energy consumption is below this threshold,
the node with the highest remaining energy in that cluster will be selected as the cluster head for the next
cycle. If all nodes in the current cycle are below the threshold H, the next cluster head will be selected
sequentially based on the remaining energy of the nodes.

3.4 WRSN Energy Consumption Optimization Algorithm
By integrating the dynamic cluster radius-based node region partitioning algorithm, the K-means clus-

tering algorithm, and the hierarchical routing mechanism, this paper proposes a WRSN energy consumption
optimization algorithm. The node region partitioning algorithm and K-means clustering algorithm are used
to generate the WRSN network cluster structure, while the hierarchical routing mechanism enables inter-
cluster data transmission through relay routing region division and multi-hop inter-layer transmission. The
detailed implementation steps of the algorithm are as follows:
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Step 1: Use the dynamic cluster radius-based region partitioning method to divide the WRSN monitor-
ing area into hierarchical sub-regions, determining the clustering radius for each sub-region.

Step 2: Based on the clustering radius and nodes obtained from Step 1, apply the K-means clus-
tering algorithm to cluster the nodes within each sub-region. This process determines the number of
clusters, cluster head nodes, and cluster members in each region, thereby designing the intra-cluster data
transmission strategy.

Step 3: Apply the relay routing region partitioning method to merge the sub-regions obtained in Step 1,
forming relay routing regions. First, cluster head nodes from the previous region select the next hierarchical
region as the relay routing layer based on the region partitioning method. Then, in the relay routing
layer, relay nodes are selected using the relay routing selection function, completing the inter-region data
transmission design. During data transmission, cluster head rotation is performed based on the remaining
energy threshold, ensuring load balancing and efficient inter-layer data transmission.

Step 4: In each WRSN operational cycle, based on the intra-cluster transmission plan (Step 2) and the
inter-region transmission plan (Step 3): Ordinary nodes within a cluster transmit their collected monitoring
data to the cluster head according to their assigned time sequence. The cluster head node aggregates and
fuses the data before forwarding it to the relay nodes using multi-hop transmission. Data is progressively
forwarded layer by layer until it reaches the base station, completing one operational cycle of WRSN. The
algorithm implementation flowchart is shown in Fig. 4.

Start

Partition the WRSN region based 
on dynamic cluster radius.

Node cluster clustering by K-means cluster 
clustering for each subregion of the division

Determine the WRSN 
routing mode

WRSN nodes perform periodic 
data collection and transmission

Select the relay routing region 
partitioning method

WRSN nodes perform periodic 
data collection and transmission

End

forwarding 
routing

hierarchical 
routing

Figure 4: Algorithm implementation flowchart



3136 Comput Mater Contin. 2025;84(2)

4 Simulation Results and Analysis

4.1 Experimental Environment and Parameter Settings
The WRSN network model discussed in this paper is constructed using Python 3.8 on the PyCharm

2021 platform. The hardware environment for the experiment consists of an Intel(R) Core (TM) i5-11600KF
processor running at 3.90 GHz with 16 GB of RAM, and the operating system is Windows 11 Professional.
The experimental simulation parameters are set based on reference [24], as shown in Table 1.

Table 1: General simulation parameters for WRSN network energy consumption

Parameter Meaning Value
L,W WRSN area length and width 200 m

Bs (x0, y0) Base Station deployment location [100, 100]
n Number of WRSN nodes [300, 400, 500]
E0 Initial node energy 2 J
r Maximum cluster radius 10 m

ctrl pack Control package data size 10 bits
datapack Data package data size 4000 bits

T WRSN operation cycle 3000

4.2 Analysis of the Impact of Different Network Parameters on the Performance of Different Relay Routing
Mechanisms

4.2.1 Analysis of Relay Routing Selection Function Parameters
Considering the impact of the relay routing selection function parameters as described in Eq. (13), this

paper tests three different sets of parameter weights for three different factors. The selected parameter groups
are as follows: Set 1: a1 = 0.3, a2 = −0.5, a3 = −0.2; Set 2: a1 = 0.5, a2 = −0.3, a3 = −0.2; Set 3: a1 = 0.2, a2 =
−0.5, a3 = −0.3. These three parameter groups are used to conduct comparative experiments on metrics such
as the number of dead nodes, overall energy consumption, and network coverage in a WRSN environment
with 500 nodes. A total of 50 experiments are performed for the analysis of the routing selection function
parameters, and the average values from these 50 experiments are considered. Table 2 shows the number of
rounds the WRSN network operates until the first node dies, as well as when 30% and 50% of the nodes are
dead, for the designed inter-layer routing mechanism and the traditional forward routing mechanism under
each set of parameters.

From Table 2, parameter group 2 significantly extends the number of rounds until the first node dies
for both the forward routing and inter-layer routing mechanisms. However, the differences in the number
of rounds until 30% and 50% of the nodes are dead among the three parameter groups are relatively small.
Specifically, the inter-layer routing (Set 1) compared to inter-layer routing (Set 2) and inter-layer routing
(Set 3) extends the rounds until the first node dies by 39.7% and 39.2%, respectively. Similarly, for the forward
routing mechanism (Set 2), the rounds until the first node dies are extended by 33.6% and 36.1% compared
to parameter groups 1 and 3, respectively. Thus, increasing the weight of the remaining energy factor of the
cluster head in the three influencing factors can help avoid selecting cluster heads with low remaining energy
as relay nodes, balance the energy consumption among relay nodes, and ultimately extend the lifetime of
the WRSN.
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Table 2: Number of WRSN operation cycles under different relay routing mechanisms and node death rates

Algorithm First node death 30% node death 50% node death
Inter-layer routing (Set 1) 317 2414 2534
Inter-layer routing (Set 2) 526 2361 2510
Inter-layer routing (Set 3) 320 2402 2523

Forward routing (Set 1) 709 2220 2317
Forward routing (Set 2) 1067 2161 2243
Forward routing (Set 3) 682 2203 2366

To further validate the optimization of WRSN network performance and energy consumption with
Set 1, the trends in the number of dead nodes, overall energy consumption, and network coverage under the
three parameter groups for the two routing mechanisms are compared, as illustrated in Figs. 5–7, respectively.
The method for calculating the network coverage is given in Eq. (14).

cW RSN =
n
∑
i=1

area (Mi)
L ×W

× nodenumberi

totalnodenumberi
, (14)

where area (Mi) represents the coverage area of level i, nodenumberi is the number of surviving nodes at
that level, totalnodenumberi is the total number of nodes, and n is the total number of levels.

Figure 5: Trend of node death in WRSN under two routing mechanisms with different parameters

In Fig. 5, it is observed that for the inter-layer routing mechanism, the influence of the three parameter
groups on the total number of dead nodes in the WRSN at round 3000 is relatively small. For the forward
routing mechanism, the curve indicating the change in dead nodes shows that in the first 2000 rounds of
operation, the number of dead nodes in forward routing (Set 2) is relatively similar to the other two parameter
groups. However, in the following 1000 rounds, the number of dead nodes in forward routing (Set 2) increases
compared to the other two parameter groups. Combining the observations from Figs. 6 and 7, the overall
energy consumption of the WRSN under the three parameter groups is essentially the same, and the trends
in coverage are quite similar. Since Set 2 effectively enhances the survival time of all nodes in the WRSN
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network, it is selected as the relay routing parameters for both the inter-layer routing mechanism and the
forward routing mechanism.

Figure 6: Trend of overall energy consumption in WRSN under two routing mechanisms with different parameters

Figure 7: Trend of network coverage in WRSN under two routing mechanisms with different parameters

4.2.2 Analysis of the Cluster Head Rotation Remaining Energy Threshold Parameter
Considering the impact of the cluster head rotation remaining energy threshold on the routing

mechanism, three threshold values are selected for comparative experiments. In the WRSN network with 500
nodes, where the initial energy of each node is 2 J, the initial energies of 80%, 60%, and 40% are taken as the
cluster head rotation remaining energy thresholds, denoted as H = 0.8, H = 0.6 and H = 0.4. Comparative
experiments are conducted to analyze the number of dead nodes, overall energy consumption, network
coverage, and other indicators. A total of 50 experiments are performed for threshold parameter analysis,
and the average values from these 50 experiments are considered. The number of rounds the WRSN network
operates until the first node dies, as well as when 30% and 50% of the nodes are dead, under different cluster
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head rotation thresholds for the two routing mechanisms are shown in Table 3. The trends in the number of
dead nodes, overall energy consumption, and network coverage are illustrated in Figs. 8–10, respectively.

Table 3: Number of rounds of operation with different cluster head rotation thresholds at the same number of dead
nodes

Algorithm First node death 30% node death 50% node death
Inter-layer routing (Threshold 0.8) 526 2361 2510
Inter-layer routing (Threshold 0.6) 486 2285 2468
Inter-layer routing (Threshold 0.4) 418 2051 2482
Forward routing (Threshold 0.8) 1067 2161 2243
Forward routing (Threshold 0.6) 938 2132 2216
Forward routing (Threshold 0.4) 848 2054 2193

From Table 3, when the cluster head rotation threshold is set to 0.8, the number of rounds until the
first node dies for both the forward routing mechanism and the inter-layer routing mechanism increases
by 12.1%, 20.5% and 7.6%, 20.5%, respectively, compared to the other two cluster head rotation thresholds.
Additionally, the number of rounds until 30% and 50% of the nodes are dead also increases for both routing
mechanisms when the threshold is set to 0.8 compared to the other thresholds.

Figs. 8 and 9 indicate that the three different thresholds have a minimal impact on the overall energy
consumption of the WRSN under both the forward routing and inter-layer routing mechanisms. For the
inter-layer routing mechanism, when H = 0.8, the number of dead nodes from rounds 1500 to 2500 is
significantly reduced compared to H = 0.4 and is approximately the same as that for H = 0.6. Furthermore,
as shown in Fig. 10, when H = 0.8, both routing mechanisms exhibit a significant improvement in WRSN
network coverage.

Figure 8: Trend of dead nodes in WRSN with different thresholds under two routing mechanisms
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Figure 9: Trend of overall energy consumption in WRSN with different thresholds under two routing mechanisms

Figure 10: Trend of network coverage in WRSN with different thresholds under two routing mechanisms

Selecting an optimal remaining energy threshold for cluster head rotation can better balance the energy
consumption among intra-cluster nodes, reducing the number of surviving nodes in the network due to
premature deaths of cluster heads caused by excessive energy consumption, which in turn enhances network
coverage, monitoring area, and data collection quality. Based on the above experimental results, this paper
selects H = 0.8 as the remaining energy threshold for cluster head rotation in both the forward routing
mechanism and the inter-layer routing mechanism.

4.2.3 Analysis of Relay Routing Inter-Layer Structure Selection Method
This paper compares three relay routing structures for the inter-layer routing mechanism: typical two-

hop routing (4-4 routing interval), three-hop routing (3-3-2 routing interval), and four-hop routing (2-2-2-2
routing interval). As before, 50 experiments are conducted to analyze the relay routing inter-layer structure,
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and the average values from these 50 experiments are taken for analysis. The trends in the number of dead
nodes, overall energy consumption, and network coverage for the three relay routing inter-layer structures
in the inter-layer routing mechanism are shown in Figs. 11–13.

Figure 11: Trend of node death in WRSN with three different inter-layer relay routing structures

Figure 12: Trend of overall energy consumption in WRSN with three different inter-layer relay routing structures

From Fig. 11, it can be observed that the number of dead nodes in the WRSN using the three-hop
relay routing structure (3-3-2) remains lower than those using the two-hop (4-4) and four-hop (2-2-2-2)
structures after 1500 rounds. By the 3000th round, the number of dead nodes for the (3-3-2) structure is 428,
compared to 465 for the (2-2-2-2) structure and 475 for the (4-4) structure, representing a decrease of 8% and
9.9%, respectively. Additionally, Figs. 11 and 12 demonstrate that the (3-3-2) relay routing structure reduces
overall energy consumption in the WRSN and significantly enhances network coverage. This is primarily
since during the mid-operation phase of the WRSN, the last four layers of the (4-4) relay routing structure
as relay cluster head nodes directly forward data from the first four layers to the base station. The longer data
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transmission distance leads to higher loads on the relay cluster heads in the last four layers, resulting in faster
node deaths.

Although the (2-2-2-2) structure reduces the data transmission distance for individual inter-cluster relay
routes, multiple relay hops increase the energy consumption for receiving and forwarding data by the
relay cluster head nodes. Therefore, this paper selects the (3-3-2) relay routing structure as the inter-layer
relay routing mechanism structure.

Figure 13: Trend of network coverage in WRSN with three different inter-layer relay routing structures

4.3 Performance Analysis of Energy Consumption Algorithm
To verify the effectiveness of the energy consumption optimization algorithm proposed in this paper, a

comparative analysis is conducted between the inter-layer routing mechanism WRSN energy optimization
algorithm (referred to as the proposed algorithm), the traditional forwarding clustering routing mechanism
WRSN energy optimization algorithm (referred to as the traditional algorithm), the K-CLP algorithm [25],
and the K-CHRA algorithm [26]. Tables 4 and 5 show the comparison of the number of dead nodes
and cluster structures of the four algorithms under the same node deployment conditions for different
network scales.

From Table 4, it can be observed that as the scale of the WRSN network increases, the node death
rounds for the traditional algorithm, K-CLP, and K-CHRA algorithms tend to occur earlier. Notably, with a
scale of 400 nodes, the first node death occurs significantly earlier, mainly due to the randomness in node
distribution. At the scale of 500 nodes, the proposed algorithm extends the node death rounds for 30%
and 50% of the nodes by 39.4% and 47.1% compared to K-CLP, and 19.3% and 8.3% compared to K-CHRA.
Furthermore, compared to the traditional algorithm, the proposed algorithm reduces the number of dead
nodes in the mid-term WRSN, extending the network’s lifespan. This is because the proposed algorithm
employs inter-layer routing transmission, which, although it causes earlier deaths of relay nodes closer to
the base station, avoids excessive relay transmissions among cluster head nodes and reduces the energy
consumption of cluster head nodes across various layers.
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Table 4: Number of rounds for four algorithms with the same number of node deaths at different network scales

Node Algorithm First node death 30% node death 50% node death
Proposed algorithm 744 2146 2348

300

Traditional algorithm 860 2012 2156
K-CLP 277 1762 2289

K-CHRA 156 1488 2074

400

Proposed algorithm 165 2323 2435
Traditional algorithm 781 1757 2020

K-CLP 145 1797 2338
K-CHRA 117 1468 2104

500

Proposed algorithm 526 2361 2510
Traditional algorithm 1067 2161 2243

K-CLP 260 1693 2104
K-CHRA 213 1605 2318

600

Proposed algorithm 413 2193 2384
Traditional algorithm 775 2110 2221

K-CLP 150 1820 2369
K-CHRA 196 1412 2109

Table 5: WRSN cluster structures under different network scales for four algorithms

Node Algorithm Clusters Isolated clusters

300
Traditional/Proposed algorithm 143 66

K-CLP 193 71
K-CHRA 151 86

400
Traditional/Proposed algorithm 175 72

K-CLP 225 98
K-CHRA 204 104

500
Traditional/Proposed algorithm 184 36

K-CLP 238 113
K-CHRA 244 87

600
Traditional/Proposed algorithm 182 53

K-CLP 360 196
K-CHRA 301 175

Table 5 indicates that as the WRSN network scale increases, the number of clusters generated by all
four algorithms increases. Due to the use of the same clustering method, the number of clusters generated
by the traditional and proposed algorithms is the same but fewer than those produced by the K-CLP and
K-CHRA algorithms, thus avoiding the occurrence of clusters with too few nodes. It can also be observed that
for the same node scale, both the traditional and proposed algorithms exhibit fewer isolated cluster nodes.
In a 500-node network, the clustering rate of the traditional algorithm/proposed algorithm is the highest at
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92.8%, indicating its superior performance in maintaining node connectivity compared to K-CLP (77.4%)
and K-CHRA (82.6%). A lower number of isolated cluster nodes indicates a more uniform distribution of
cluster nodes generated by the clustering algorithm, reducing the need for charging individual cluster nodes,
thereby enhancing charging efficiency and energy utilization.

Under the condition of deploying the same 500 nodes, a comparative analysis of the number of
dead nodes, overall energy consumption, and charging mobility paths for the four algorithms is presented
in Figs. 14–16.

Figure 14: Trend of node deaths for four algorithms in a 500-node WRSN

Figure 15: Structures trend of overall energy consumption for four algorithms in a 500-node WRSN
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Figure 16: Distribution of the first 100 death node’s layers for the proposed algorithm and traditional algorithm

From Fig. 14, it is evident that the proposed algorithm results in a significantly lower number of
dead nodes during the first 2500 rounds compared to the traditional algorithm, K-CLP, and K-CHRA
algorithms. Additionally, both the proposed and traditional algorithms exhibit periods during the WRSN
network’s operation where the number of dead nodes remains unchanged, whereas the K-CHRA and K-CLP
algorithms show a continuous slow increase in the number of dead nodes.

Table 6 shows the energy consumption performance of different algorithms at rounds 1, 1000, 2000, and
3000 in Fig. 15. Combining this with Table 6 and Fig. 15, it can be concluded that the proposed algorithm
effectively balances the energy consumption of various cluster nodes and inter-cluster relay head nodes
during the early to mid-stage of network operation, thereby extending the network’s lifespan. During the
middle and late stages of network operation, the overall energy consumption of the proposed algorithm is
lower than that of the K-CLP and traditional algorithms, and is comparable to the K-CHRA algorithm.

Table 6: Energy consumption performance of different algorithms at specific rounds

Round Algorithm Energy consumption

1

Proposed algorithm 0.92
Traditional algorithm 0.86

K-CLP 0.55
K-CHRA 1.18

1000

Proposed algorithm 408.98
Traditional algorithm 395.28

K-CLP 545.09
K-CHRA 477.63

2000

Proposed algorithm 788.14
Traditional algorithm 826.04

K-CLP 820.26
K-CHRA 891.54

(Continued)



3146 Comput Mater Contin. 2025;84(2)

Table 6 (continued)

Round Algorithm Energy consumption

3000

Proposed algorithm 985.13
Traditional algorithm 998.42

K-CLP 998.29
K-CHRA 984.54

The distribution of the first 100 dead nodes for the proposed and traditional algorithms across layers
is illustrated in Fig. 16. From the figure, it is observed that the dead nodes of the proposed algorithm are
primarily concentrated in the three layers closest to the base station and the outermost layer, while the dead
nodes of the traditional algorithm are distributed across all layers. Therefore, when the MC conducts charging
planning, the charging mobility path of the proposed algorithm is expected to be shorter than that of the
traditional algorithm.

5 Conclusions
This paper proposes a WRSN node energy consumption optimization algorithm for large-scale WRSN

environments. The algorithm incorporates a dynamic cluster radius-based region partitioning method to
establish a hierarchical division of the WRSN monitoring area, with adaptive radius determination for
individual sub-regions. Then, a K-means-based clustering algorithm is designed to optimize the generated
cluster structure. Finally, by leveraging the hierarchical structure from region partitioning, an inter-layer
routing mechanism is proposed to enable energy-efficient data relay transmission for WRSN cluster head
nodes. The proposed algorithm’s efficacy is rigorously assessed through systematic parameter optimization
and benchmark comparisons, demonstrating superior performance in energy conservation and operational
sustainability. Experimental results demonstrate that the proposed algorithm achieves significant reductions
in network-wide energy consumption, extends operational lifespan, and enhances both charging efficiency
and energy utilization rates within WRSNs.

The simulation environment of the proposed algorithm is relatively ideal, and further research is needed
for the complex WRSN environment with obstacles. In addition, on the basis of the research in this paper,
how to further study the WRSN energy consumption optimization algorithm matching the WRSN charging
planning scheme is a topic to be further studied.
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