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ABSTRACT: To address uncertainties in satellite orbit error prediction, this study proposes a novel ensemble learning-
based orbit prediction method specifically designed for the BeiDou navigation satellite system (BDS). Building on
ephemeris data and perturbation corrections, two new models are proposed: attention-enhanced BPNN (AEBP) and
Transformer-ResNet-BiLSTM (TR-BiLSTM). These models effectively capture both local and global dependencies in
satellite orbit data. To further enhance prediction accuracy and stability, the outputs of these two models were integrated
using the gradient boosting decision tree (GBDT) ensemble learning method, which was optimized through a grid
search. The main contribution of this approach is the synergistic combination of deep learning models and GBDT,
which significantly improves both the accuracy and robustness of satellite orbit predictions. This model was validated
using broadcast ephemeris data from the BDS-3 MEO and inclined geosynchronous orbit (IGSO) satellites. The results
show that the proposed method achieves an error correction rate of 65.4%. This ensemble learning-based approach
offers a highly effective solution for high-precision and stable satellite orbit predictions.
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1 Introduction

The accuracy and stability of satellite orbit prediction are crucial for global navigation satellite systems
(GNSS) such as the BeiDou navigation satellite system (BDS), which plays a vital role in navigation, geodetic
surveying, and positioning. As BDS expands with more satellites in increasingly complex operational
environments, the precise prediction of satellite orbit errors is critical for enhancing positioning accuracy
and system reliability [1,2].

1.1 Background

With the rapid advancement of GNSS, including BeiDou (BDS), accurate satellite orbit prediction has
become essential for ensuring reliable positioning, navigation, and timing services. As the demand for high-
precision satellite positioning has increased, particularly for BDS, the ability to predict satellite orbits with
high accuracy has become increasingly critical.

Satellite orbit prediction is inherently complex owing to various perturbations such as gravitational
effects, solar radiation pressure, and atmospheric drag, which introduce uncertainties in satellite trajectories.
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Traditional methods, such as the use of orbital mechanics models and Kalman filters, often struggle with
nonlinear orbit errors, particularly as satellite constellations expand and operate in different orbital regimes.

In recent years, machine and deep learning methods have emerged as powerful tools to address these
challenges. These techniques excel at processing extensive, high-dimensional time-series data and can better
capture complex, nonlinear relationships between orbital parameters and environmental factors.

1.2 Related Work

Traditional satellite orbit prediction methods depend heavily on mathematical models and statistical
techniques. However, these methods struggle to capture the uncertainties in satellite orbit errors, which
compromise prediction stability. For example, Srivastava et al. developed a geometric sun-outage prediction
model using a propagation operator for satellite orbit prediction based on ground station antenna state
vectors [3]. Liang et al. proposed an analytical model of orbital aerodynamic coefficients incorporating small-
leat quasi-specular scattering modes to improve orbital aerodynamic modeling [4]. Despite these efforts,
traditional models often struggle to mitigate the uncertainties associated with satellite orbit errors.

In contrast, deep learning methods, particularly recurrent neural networks and hybrid models, have
gained popularity owing to their effectiveness in processing time-series data and capturing complex patterns
in satellite orbits. Zhang et al. employed a gated recurrent unit neural network for satellite orbit prediction
and demonstrated significant improvements in prediction accuracy through the incorporation of physical
information from the sun [5]. Yang et al. introduced a hybrid model that combined dynamic models
with artificial neural networks to enhance orbit prediction accuracy of GPS receivers [6]. Kim et al.
integrated a long short-term memory (LSTM) network with a data adjustment method to enhance long-term
prediction accuracy [7]. Mahmud et al. used LSTM networks to predict the orbital parameters for low Earth
orbit (LEO) satellites based on historical TLE data, which improved the position, navigation, and timing
accuracy [8]. Similarly, Chen et al. applied BP and PSO-BP neural networks to model broadcast ephemeris
orbit errors, achieving superior performance in orbit simulations [9]. Peng et al. applied an improved particle
swarm optimization algorithm to optimize the hyperparameters of a backpropagation (BP) neural network,
substantially improving prediction accuracy [10].

Despite these advancements, existing methods still face critical challenges. Inadequate Nonlinear
Processing: Traditional models, such as those based on orbital mechanics and the Kalman filter, struggle to
accurately capture the inherent nonlinear dynamics of satellite orbits. Limited Ability to Capture Depen-
dencies: Early deep learning methods and hybrid models often focused solely on either local or global
dependencies in time-series data. As a result, important relationships across different timescales may be
overlooked, leading to less reliable predictions.

The core innovation of this approach lies in the synergistic combination of deep learning models-
specifically AEBP and TR-BiLSTM-within an advanced ensemble learning framework. The AEBP model
employs a multi-head attention mechanism, which allows it to focus on the most relevant features in
the input data. This dynamic focus enables the model to adjust its attention for key satellite orbital
parameters, which improves feature selection and representation. However, the TR-BiLSTM model combines
the power of transformer encoders and bidirectional LSTM networks, which enables it to capture both
long-range dependencies and temporal patterns across time-series data, a crucial aspect of accurate satellite
orbit predictions.

The ensemble of these models is further strengthened by integrating the Gradient Boosting Decision
Tree (GBDT) algorithm, which aggregates and refines predictions from both AEBP and TR-BiLSTM.
Through iterative boosting, GBDT reduces prediction errors and enhances model performance by focusing
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on the residuals of previous iterations. In addition, the GBDT model is optimized using grid search to find the
optimal hyperparameters, ensuring that the best combination of parameters is used for accurate predictions.
This is further validated through 10-fold cross-validation, which enhances the robustness and generalizability
of the model by training and evaluating it on different subsets of the data. The combination of deep learning
models with GBDT, parameter optimization, and cross-validation results in a powerful hybrid approach that
offers significant improvements in both the precision and stability of satellite orbit error prediction.

2 Satellite Orbit Error Prediction Model

2.1 Orbit Error Analysis of the Broadcast Ephemeris

The BDS satellite ephemeris data in this study were sourced from the iGMAS Data Center, which is
globally recognized for its reliable data services. The iGMAS Data Center adheres to strict data collection and
validation procedures. It collaborates with multiple international monitoring stations to cross-check data,
and its data processing algorithms are frequently updated to ensure high accuracy. The BDS ephemeris data
consisted of two main parts: a broadcast ephemeris and a precision ephemeris [11]. The broadcast ephemeris
exhibited high real-time performance, but its accuracy was low. The precision ephemeris provided high-
precision satellite orbit parameters with poor real-time performance; however, the accuracy of the precision
ephemeris was higher than that of the broadcast ephemeris. In this study, the iGMAS precision ephemeris
was used as the reference satellite position, and the satellite position calculated via the BDS broadcast
ephemeris was compared with the satellite position information extracted via the precision ephemeris at a
specific time to retrieve the BDS broadcast ephemeris orbit error [12].

The space constellation of the BeiDou satellite navigation system comprised satellites distributed across
three distinct orbital types: the geostationary orbit (GEO), medium Earth orbit (MEO), and IGSO [13]. Fig. 1
shows that the error of the MEO satellite orbit ranges from -1 to 1.5 m. In contrast, the error of the IGSO
satellite orbit lies between —2 and 3 m, indicating that the overall orbit accuracy of the MEO satellite is greater
than that of the IGSO satellite. Owing to the poor geometry of the GEO satellite [14-16], which results in
low orbit determination accuracy and significant variations in the orbit error, the GEO satellite was excluded
from subsequent experiments. Fig. la shows the variation in the orbit error in the X, Y, Z directions of C25
and C34 in the MEO satellite orbit. Fig. 1b shows the variation in the orbit errors in the X, Y, Z three directions
of C39 and C40 in the IGSO satellite orbit type, and the errors were extracted for the four satellites. The
variation in error is shown in Fig. 1. The orbital errors in the X, Y, Z directions of the four satellites were
within 3 m. In this study, the attention-enhanced BP network and TR-BiLSTM neural network were utilized
to characterize the orbit error in the broadcast ephemeris.

Broadcast eph is orbit error change of MEO-25 Broadcast eph is orbit error change of MEO-34
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Figure 1: Trend in BDS-3 broadcast ephemeris error

2.2 Model Structure

A flowchart of the study is presented in Fig. 2. The inputs of the model were 6 broadcast ephemeris
parameters and 9 perturbation correction parameters, with a total of 15 input features. These parameters
contained key information about the satellite orbit and perturbation factors and can comprehensively
describe the operational state of the satellite. In the first data processing step, the input features were sent to
two parallel models for feature extraction: the AEBP and TR-BiLSTM models.

After the AEBP and TR-BiLSTM models generated their respective feature sets, these features were sent
to a feature stacking module. This module combined the outputs of the two models to create a new integrated
feature set. By merging the distinct data processing capabilities of the AEBP and TR-BiLSTM models, the
stacked features enhanced the expressive power and ability of the model to capture complex patterns in the
data. Once feature stacking was complete, the new feature set was fed into a GBDT ensemble learning model
for final error prediction. The GBDT model leveraged the strengths of multiple decision trees to improve
forecasting performance. During the prediction process, each decision tree iteratively reduced the error of
the previous prediction, thereby continuously refining the accuracy of the model. Specifically, the GBDT
model was used to predict the error values for the three axes (X, Y, and Z) of the satellite orbit.

AEBP model
6 broadcast ephemeris
parameters and 9 Stack new feature
perturbation

parameters

GBDT integrated
prediction

Error prediction for all
three axes

Input Cutput

TR-BILSTM model

Figure 2: Model flow chart

By integrating the AEBP model, TR-BiLSTM model, and GBDT model, this design fully exploited the
advantages of the two neural networks and the powerful learning capabilities of GBDT. The AEBP model
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exceled in extracting static and local features, while the TR-BiLSTM model captured temporal patterns and
global dependencies. The GBDT model further enhanced the prediction accuracy through its ensemble
learning framework. Together, these components significantly improved the accuracy of the error prediction
and the generalization ability of the overall model.

2.3 Attention-Enhanced BP Network Prediction Model

The proposed AEBP network prediction model integrated a feedforward neural network with a
multihead self-attention mechanism to improve the accuracy of satellite orbit error predictions. In this
model, the input layer received 15 features consisting of 6 broadcast ephemeris parameters and 9 perturbation
parameters. Fig. 3 illustrates the overall structure of the AEBP model.
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Initially, the raw input features x were fed into the first fully connected layer (fcl). This layer performed
a linear transformation to map the 15-dimensional input onto a higher-dimensional latent space, thereby
extracting the initial representation of the underlying features. This process is represented by

hy = fcl(x) )

The resulting hidden representation h; was then passed through the ReLU activation function, which
introduced nonlinearity into the model. This nonlinear transformation was crucial for allowing the network
to capture complex relationships among the input parameters, as expressed by

hi = ReLU(h) @

Following a nonlinear transformation, the intermediate output /; was processed using the multihead
self-attention mechanism. The primary goal of this mechanism was to allow the network to focus dynamically
on the most informative parts of the input data. In practice, the mechanism first projects h| onto three
separate spaces to form the query (Q;), key (K;), and value (V;) matrices. The attention mechanism computes
the relevance of each input feature by calculating attention scores for each feature pair. The scores were
computed as follows:

KT
a; = softmax ( ?}; ) V; (3)
k

Here, dj denotes the dimensions of the key vectors. The softmax function normalized the computed
scores, ensuring that they represented a proper probability distribution over the input features. This process
enabled the model to assign higher weights to more relevant features, thereby producing an attention-
modified output.

hy =) a;V; (4)

Output h, encapsulated the dynamically weighted information of the input data and highlighted the
most critical features of the prediction task.

Finally, the attention-weighted output h, was passed through the second fully connected layer (fc2),
which mapped the enhanced feature representation to the final prediction. This step was formulated as
follows:

y = fe2(hy) (5)

Here, y denotes the predicted satellite orbit error. Therefore, the overall architecture combines the
capacity of the traditional BP network for feature extraction with the dynamic feature selection capability of
the multihead attention mechanism, enabling the model to handle noisy and redundant inputs effectively.

This integrated design is particularly beneficial in real-world applications, where input data are often
corrupted by noise or contain irrelevant information. The multihead attention mechanism allows the
network to assign varying levels of importance to different features, thereby enhancing the overall robustness
and predictive performance of the model [17]. Fig. 3 provides a schematic illustration of the model structure,
clearly depicting the flow of data from the input through fcl, ReLU activation function, multihead attention
mechanism, and finally, fc2, thus producing the final prediction.
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The AEBP model consists of an input layer with 15 neurons that correspond to the 15 input features (6
broadcast ephemeris parameters and 9 perturbation parameters). The first fully connected layer (fcl) maps
the input to a hidden layer with 64 neurons, which is followed by a ReLU activation function. The multi-head
attention mechanism, with its 8 attention heads, dynamically weights the hidden layer outputs by focusing
on the most relevant features. The final fully connected layer (fc2) maps the attention-weighted outputs to 3
neurons, representing the predicted errors in the X, Y, and Z directions.

2.4 TR-BiLSTM Neural Network Model

In this study, a TR-BiLSTM-based neural network model was designed to capture the nonlinear
characteristics of time-series data. This model combined three core structures—Transformer encoder, ResNet
block, and BiLSTM layer-to leverage their advantages fully and aimed to capture the nonlinear characteristics
of the time-series data and enhance the understanding of the temporal nature of the input series. This

structure performed well in capturing the long-term dependency of a series and processing time-series data.
The general structure of TR-BiLSTM is shown in Fig. 4.
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Figure 4: Structure diagram of TR-BiLSTM

The core of the Transformer [18] was the self-attention mechanism. Through its self-attention mecha-
nism, the Transformer could process all the position information in the input sequence in parallel, providing
the model with powerful feature extraction ability and rich information for subsequent processing steps.
Because the Transformer did not contain position information, as in a recurrent neural network [19] or
convolutional neural network [20], it used positional encoding to embed the position information of the
elements in the sequence into a vector representation.
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The core part of the model was a Transformer-ResNet-Encoder composed of multiple stacked
Transformer-ResNet-Encoder layers. Each TransformerResNetEncoder layer contained two linear layers and
residual connections, as well as layer normalization and a dropout layer [21]. By introducing a residual
connection, the training difficulty of the deep network was alleviated, and the representation ability and
training efficiency of the model were improved. In this manner, the Transformer encoder was capable of
residual connection and layer normalization, thereby enhancing its feature extraction ability [22].

A residual network (ResNet) innovatively addresses the vanishing gradient problem in deep networks
through the incorporation of skip connections. By allowing the network to learn the residuals between the
inputs and outputs directly, ResNet not only facilitates the effective training of deeper architectures but
also enhances their expressive power and predictive accuracy. This design is particularly innovative as it
enables the model to capture essential features from input data more accurately, significantly improving
both training efficiency and feature extraction capabilities. The integration of ResNet within the Transformer
architecture represents a novel approach for enhancing deep learning performance by merging the strengths
of both architectures.

The formulation for the residual connection in the Transformer layer is:

Output = LayerNorm(x + Attention(x)) (6)

Here, x is the input to the layer and Attention(x) is the output from the self-attention mechanism. The
term x + Attention(x) represents the skip connection, which allows the model to learn the residuals and
makes it more efficient at capturing complex temporal patterns.

One of the key innovations in the TR-BiLSTM model is the bidirectional LSTM layer, which processes
time-series data in both the forward and reverse directions. This bidirectional approach allowed the model
to leverage both past and future contexts, thereby enhancing its ability to understand complex temporal
dynamics, particularly satellite orbit prediction. By combining two independent LSTM layers that analyze
the sequence chronologically and in reverse, BILSTM captured long-term dependencies more effectively,
resulting in richer representations of the input data. Finally, the output of the BILSTM was mapped to the
desired output space through a linear layer, providing a robust mechanism for accurate predictions.

The forward pass of an LSTM unit at time step ¢ is calculated as follows:

h t = LSTMforward(xta h t—l) (7)

—

Here, h, represents the hidden state at time step ¢ for the forward LSTM, and x; is the input at time
step .

The backward pass of the LSTM is:

<« «—
h t = LSTMbackward(xta h t+1) (8)

“«—

Here, h , represents the hidden state for the backward LSTM at time step t.
The final BiILSTM output was the concatenation of the forward and backward hidden states.
— <«

ht:[htaht] (9)

This bidirectional approach allowed the model to capture long-term dependencies in the input
data, improving its ability to predict satellite orbits more accurately because it considered both past and
future inputs.
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Once the data had passed through the Transformer-ResNet Encoder and BiLSTM layer, the final feature
representations were fed into the linear output layer to generate the final predictions:

y = fc2(hr) (10)

Here, y is the final predicted output and hr is the final hidden state from the BiLSTM layer, which
contains the features learned from both the forward and backward passes.

The TR-BiLSTM model integrates a Transformer encoder with a bidirectional LSTM layer. The Trans-
former encoder captures global dependencies, whereas the BiLSTM layer captures long-term temporal
patterns in the data. The number of neurons in the hidden layers is 64, which is consistent with the
configuration of the AEBP model. This allows the model to handle complex time-series data while capturing
both forward and backward temporal dependencies. The Transformer encoder processes the input data in
parallel, whereas the BILSTM processes the data in a sequential manner, ensuring that both local and global
features are effectively learned.

2.5 Ensemble Learning Prediction Model
2.5.1 Model Structure

GBDT, i.e., gradient boosting tree [23], is an ensemble algorithm based on decision trees. Gradient
boosting is an ensemble boosting algorithm that iterates on a new learner through a gradient descent.
Gradient boosting involves a decision tree-based ensemble technique that sequentially trains weak learners
to improve the overall performance of the model, with the goal of combining multiple weak predictors into
a strong predictive model. In each generation, it calculates the negative gradient of the loss function, that is,
the residuals, fits a new weak model to predict the residuals [24], and adds it to the model. The predicted
values for each model are added to obtain the final model-predicted values. The main advantage of the
gradient boosting algorithm is that it can continuously fine-tune the model performance by studying the
mistakes made by prior models, thereby gradually enhancing model accuracy. Fig. 5 shows a schematic of
the GBDT model.

GBDT-X axis
AEBP model 3
Mesh train |
et} van—{orY ot | e i
ature optimiz /
7 ation ;
TR-BILSTM )/ i -
model
GBDT-Z axis

Figure 5: Structural diagram of the GBDT model

GBDT is an ensemble learning algorithm based on decision trees. Each tree was sequentially trained to
correct the residuals (errors) of the previous tree. The iterative process for training the model is as follows.
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Update the Formula: In iteration, the model was updated by adding a new weak learner h,, (x) (decision
tree) that predicted the residuals (negative gradients) of the previous model.

fn(x) = fma(x) + 17+ B () (11)

Here, f,,(x) denotes the prediction of the model after m trees. 7 denote the learning rate that controls
the contribution of each new tree to the final model prediction. h,,(x) is the mth weak learner (decision
tree) that fits the residuals.

Final Prediction: The final prediction is the predictions of the sum of all trees weighted by the learning
rate:

f(x)= Z_ln-hm(x) (12)

Here, f(x) is the final prediction, M the number of trees in the model, and k,, (x) the prediction from
the mth decision tree.

The innovation of this model lies in integrating GBDT with attention-based and temporal feature
extraction models, specifically AEBP and TR-BiLSTM. This integration improves the prediction accuracy
and model stability by allowing GBDT to iteratively correct errors based on the outputs of more advanced
neural network models that focus on the most relevant features (via attention mechanisms) and capture
long-term dependencies (via BiLSTM). This fusion leverages the strengths of both residual learning in
GBDT and feature extraction in AEBP and TR-BiLSTM, leading to a superior performance in satellite orbit
prediction tasks.

The interaction between AEBP and TR-BiLSTM occurs at the feature stacking stage. Specifically, the
AEBP model and the TR-BiLSTM model independently predict the satellite orbit error and output the
prediction error in each direction (X, Y, Z axis). The AEBP model outputs local static error information
about the track, while the TR-BiLSTM model outputs dynamic timing error information about the track. The
output of these models is the prediction error, which is then combined by stacking operations to form a new
6-dimensional feature vector. The interaction of each model in the stacking process is reflected in two ways:

Information fusion: The output of the AEBP model and the output of the TR-BiLSTM model are
merged as a feature vector. This fusion combines the static and dynamic information to provide a more
comprehensive error prediction input.

Model prediction is enhanced: With stacked 6-dimensional features, the GBDT model can make further
error predictions based on these two different types of error information, and it can continuously optimize
the prediction results. GBDT adjusts the weights in each round of iterations to reduce the residual error of
previous predictions, so as to gradually improve the overall prediction accuracy.

2.5.2 Model Process

Step 1: Identify the input and output of the model and establish the neuron count in each layer.

In addition to the epoch time and the six Kepler orbital radical parameters, this study adds 9 pertur-
bation correction term parameters: the network model receives 15 input parameters, errors of the X, Y, Z
axes of the satellite are the outputs, the output layer contains 15 neurons, there are 3 neurons, and the neuron
count of the hidden layer is determined by an empirical formula:

r=Va+b+c, ce[l,10] (13)
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Missing values were handled on the data, and the mean value was used to fill the missing values to
ensure there were no missing values. Different feature magnitudes may lead to problems during gradient
updating or slower convergence. To prevent the various magnitudes of each parameter from affecting the
network training, each parameter was normalized before training so that it was mapped to the range of [-1,1],
which ensured stable gradient descent performance. The stability and convergence speed of the model were
improved by seeking an optimal solution, and the learning rate problem caused by large or small eigenvalues
was avoided.

Step 2: Define the two models and predict their errors.

The AEBP and TR-BiLSTM models are defined, the multihead attention mechanism is added to the
feedforward neural network model, 15 parameters are added to the Transformer, BiLSTM is connected to the
vector of the hidden layer, and the loss function and optimizer are defined. The output results are obtained
using the BILSTM layer. Training was performed separately and error was predicted.

Step 3: Use the outputs of the two models as inputs for ensemble learning during training.

The outputs of the AEBP and TR-BiLSTM models are used as inputs for ensemble learning, and
the prediction results are stacked to form a new feature. The AEBP and TR-BiLSTM models are used as
primary learners, and the gradient boosting regressor GBDT is used for the construction and training of the
metamodel. This metamodel uses three independent gradient-boosted regressors to predict the values of the
three axes.

Grid search parameters [25] were defined for tuning to determine the optimal combination of parame-
ters. The evaluation indicator was neg_mean_squared_error. Using 10-fold cross-validation [26], the
optimal parameters were obtained. Different combinations of parameters, such asn_estimators (num-
ber of estimators), learning_rate (learning rate), and max_depth (maximum depth), were used as
tuning parameters. Next, three gradient boosting regressor models were instantiated: boosted_model_X,
boosted model_Y, and boosted _model_Z. New features and objects were used for training, and
three models were used for prediction along the X-, Y- and Z-axes to obtain the prediction results in the
three directions. The modeling process is shown in Fig. 6.

Step 4: Save the model

If the prediction result satisfies the performance index, then the model is saved. If the prediction results
do not meet the requirements, the model parameters are continuously adjusted, the parameter range is
expanded, and the grid search parameters are optimized until the performance index is met. Subsequently,
the model is saved to complete the process.

The orbital height of MEO satellites is usually high, is affected by the gravity of the sun and the moon,
and has perturbations that change slowly; thus, small adjustments are usually needed. The main sources of
perturbation are the non-spherical gravitational field of the Earth, the gravity of the sun and the moon, and
the solar radiation pressure. The orbital perturbation of the IGSO satellite shows different characteristics
because its orbit is inclined, which results in periodic changes in its orbital period. In particular, the non-
spherical gravitational field of the Earth, the gravity of the sun and the moon, and the periodic perturbations
caused by orbital tilt may have a considerable influence on the position and orbital stability of the satellite.
Although MEO satellites typically experience smooth perturbations and relatively few of them, IGSO
satellites may experience significant and complex perturbations due to their orbital tilt. The following is the
weight distribution process for the three models.

Both the AEBP and TR-BiLSTM models automatically adjust their weights through backpropagation
and gradient descent to minimize prediction errors. The AEBP model uses uniform distribution to initialize
the weights at the start of training. After the input features are propagated forward, they are multiplied with
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the weight matrix and the output is generated by the ReLU activation function. Finally, the prediction error is
calculated. Then, the model uses the mean square error loss function to guide the backpropagation, calculates
the weight gradient, and adjusts the weights through the Adam optimizer so that the model can continuously
optimize the feature weights and improve the prediction accuracy. The TR-BiLSTM model maps the input
to a hidden space through the embedding layer, and it learns the relationship between the input features and
the weights using the self-attention mechanism. During training, the model calculates the error between the
predicted value and the actual value and adjusts its weights through backpropagation and gradient descent
to minimize the loss function. The adjustment of weights is completely dependent on the training data,
and the model automatically learns the importance of each input feature and dynamically optimizes the
corresponding weights.
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The GBDT model determines the weight by calculating the contribution of each feature to error
reduction when the decision tree is split. At each round of training, the model selects features to split
based on error optimization. The more frequently the features appear at the split point of the tree, the
greater their contribution to error reduction and the higher their weight. GBDT continuously optimizes
the feature weights by reducing residuals, so that the model can effectively evaluate the influence of each
input feature on the prediction results. Compared with the AEBP and TR-BiLSTM deep learning methods,
GBDT uses decision trees to improve prediction performance. The adjustment of feature weights depends
on the contribution of the data features in the tree structure, which can automatically learn the importance
of features and optimize prediction accuracy.

The orbital characteristics of different satellites affect the weight distribution of input features in each

model. The perturbation change in the orbit of the MEO satellite is relatively stable, so the weight adjustment
of the model is small. IGSO satellites, on the other hand, are more affected by perturbations due to their
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orbital tilt, so their weight will change significantly with the change in their orbit. Different satellite orbits
have different effects on the learning process of the model, and the model learns the relationship between
input features and output results by automatically adjusting its weights. This data-driven, automatic learning
mechanism ensures that each model can adapt to the characteristics of different tracks, thereby improving
the accuracy and stability of the predictions.

2.5.3 Computational Complexity

Because of the complexity and multiplicity of the model, this study analyzed its computational complex-
ity by integrating two advanced predictive models, one that combines an attention-enhanced BPNN with
another that integrates the Transformer, ResNet, and BiLSTM, using a GBDT framework. Although each
base model has high computational complexity (for instance, the attention mechanism has a complexity of
O(n*-d),and TR-BiLSTM involves sequential operations); the overall computational burden was primarily
determined by the GBDT fusion process. Building an ensemble with GBDT required constructing M
decision trees overN samples, resulting in a time complexity of O(M - N -log(N)) and a space complexity
of O(M - K), where K is the maximum depth of the trees.

This integration effectively leveraged the strengths of both base models while mitigating their weak-
nesses. Offline optimization techniques, such as grid and random searches, were used to fine-tune
hyperparameters and manage the overall computational cost. Despite the high complexity of the individual
components, the carefully optimized ensemble delivered real-time predictions with improved accuracy and
robustness, making it practical for real-world satellite navigation applications.

2.5.4 Operating Environment and Parameter Settings

This experiment covered two types of data collected from four satellites from August 12 to 16, 2024.
This included two types of satellite. The samples were subdivided, and features were extracted to form 1038
16-dimensional samples. All experiments were performed in a PyCharm environment. The computer system
used was the Winl0 (64-bit) operating system, with 8 GB of RAM, a Core i5-10200H processor (2.4 GHz,
quad-core, eight threads), and a GeForce GTX 1650 graphics card. Table 1 lists the parameters of the AEBP,
TR-BiLSTM, and GBDT methods.

Table 1: Model parameter list

Model Input Basic Hidden Regular Learning Optimizer Loss Activation  Tree Maximum Output
feature classi- layer ization rate function function depth itera- feature
dimen- fier tions dimen-

sion sion
AEBP 15 - 64 L2 0.01 Adam MSE ReLU - 500 3
TR-BiLSTM 15 - 64 L2 0.01 Adam MSE ReLU - 500 3
GBDT 2 60 - - 0.01 - Log Loss - 3 500 3

3 Model Validation and Result Analysis
3.1 Model Validation

In this study, BDS satellites with PRNs 25 and 34 were selected to represent MEO satellites, and BDS
satellites with PRNs 39 and 40 were chosen to represent IGSO satellite orbit types for model validation. The
sampling frequency of the BDS broadcast ephemeris data was 1 h, and that of the precision ephemeris data
was 5 min. Therefore, the precision ephemeris data were sampled every hour to unify the times between
the two. In the same epoch, the orbit error was obtained from the difference between the satellite position
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calculated by the BDS broadcast ephemeris and the satellite position information extracted by the precision
ephemeris at the corresponding time. Fifteen parameters were subsequently used as inputs for the AEBP,
TR-BiLSTM, and GBDT models. Data from 12 to 15 August 2024, were used to train the models, and data
from 16 August 2024, were used to test the models for forecasting errors. The model outputs were the errors
in the XYZ directions Ax, Ay, and Az. Each model was evaluated and corrected, and the output results of
the revised models were compared.

This study examined the root mean square (RMS) error, standard deviation (STD), and mean (mean)
to evaluate the accuracy and consistency of the model prediction results. RMS errors quantify the deviation
between the predicted values and actual observations, making it one of the most frequently employed
evaluation measures. A lower value indicates that the predictions of the model align more closely with the
exact values. STD represents the degree to which the predicted value deviates from the actual value, reflecting
the degree of dispersion of the values in the dataset. The smaller the STD, the more stable the predicted
value. Mean reflects the average deviation between the predicted and actual observed values of the model.
The closer the mean is to zero, the more accurately the model predicts the overall trend.

To validate the capability of the model to predict the orbital data of BDS satellites, the perturbation-
corrected parametric neural network AEBP model, TR-BiLSTM model, and GBDT ensemble learning
models were employed for orbit prediction. For comparative experiments, the BPNN, LSTM, PSO-BP, and
IPSO-BP models were included. Seven models and their experimental data were compared for the MEO and
IGSO satellites of BDS-3.

In the comparative analysis, BPNN and LSTM, as traditional neural network models, effectively
addressed the nonlinear relationships present in the data. The PSO-BP [9] and IPSO-BP [10] models incor-
porated optimization strategies that enhance training efficiency and improve overall model performance.
Utilizing a diverse range of algorithms ensured a comprehensive assessment of orbit prediction capabilities,
reinforcing the reliability of the results with performance metrics such as RMSE and MAE. This varied
selection of models leads to more robust conclusions and ensures accurate predictions of MEO and IGSO
satellite orbital data of BDS-3.

3.2 MEO Satellite Orbit Prediction Results

In the experiments, C34 was chosen to represent the MEO satellite orbit type, and the specific orbit
error prediction results of the BDS-3 MEO satellite C34 are depicted in Fig. 7.

For the C34 satellite, the evaluation indicators of the broadcast ephemeris orbit error for each model
are presented in Table 2. The values of the indicators of the BPNN and LSTM models were lower than the
actual values of the three evaluation indicators, indicating that the BPNN and LSTM models could effectively
predict and reduce satellite orbit errors. The mean value and RMS of the AEBP model were both lower than
those of the BPNN and LSTM models. In contrast, the standard deviation of the AEBP model was close to the
values of the BPNN and LSTM models, indicating that the AEBP model had a higher accuracy in predicting
satellite orbit errors. Compared to the first three models, the TR-BiLSTM model showed a modest increase
in prediction accuracy, but its stability was not high. Compared with the other four models, the GBDT model
not only improved the accuracy but also the stability of the model prediction; both the accuracy and stability
of the prediction error significantly improved. The orbit error predicted through ensemble learning can be
effectively reduced and kept within the range of 0.3 to 0.4 m. Compared with those of the AEBP and TR-
BiLSTM neural networks, the error correction rates of satellite orbits in the three directions increased by
30.9%~50.6% and had better stability.
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Figure 7: Diagram of orbit error prediction for the MEO-C34 satellite
Table 2: C34 broadcast ephemeris orbit error correction table
Model X Y zZ
Mean/m STD/m RMS/m Mean/m STD/m RMS/m Mean/m STD/m RMS/m
Real 0.643 0.766 0.767 0.567 0.634 0.653 0.666 0.756 0.759

LSTM [7] 0.542 0.308 0.571 0.462 0.361 0.500 0.569 0.578 0.607
BPNN [9] 0.535 0.306 0.615 0.457 0.285 0.539 0.541 0.323 0.630
PSO-BP [9] 0.236 0.488 0.542 0.127 0.391 0.411 0.112 0.658 0.667
IPSO-BP [10]  0.435 0.478 0.474  0.502 0.376 0.473 0.491 0.705 0.713

AEBP 0.276 0.318 0.319 0.276 0.361 0.389  0.520 0.593 0.607
TR-BiLSTM 0.121 0.332 0.347 0.162 0.259 0.260  0.238 0.216 0.219
GBDT 0.089 0.106 0.114 0.129 0.073 0.149 0.125 0.119 0.152

3.3 IGSO Satellite Orbit Prediction Results

In the experiments, the BDS of C40 among the BDS-3 IGSO satellites was selected to represent the orbit
type of IGSO satellites. The specific orbit error prediction results are shown in Fig. 8.

For the C40 satellite, the evaluation indicators of the broadcast ephemeris orbit error for each model
are compared in Table 3. Compared with those of the traditional BPNN and LSTM models, the mean value
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of the AEBP model is greater than the mean values of the BPNN and LSTM models, indicating that the
overall trend predicted by the AEBP model has no effect. The BPNN and LSTM models were accurate; the
RMS of the AEBP model was smaller than those of the BPNN and LSTM models in only one direction,
indicating that the prediction outcomes of the BPNN and LSTM models were more aligned with the actual
values. The STD of the AEBP model was in two directions and was lower than those of the BPNN and LSTM
models, indicating that the prediction results of the AEBP model were relatively stable. Fig. 8 shows that the
prediction errors of the AEBP model. The true values closely overlap, indicating that the model can fit the
data well but cannot correct the orbit error satisfactorily.
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Figure 8: Diagram of orbit error prediction for the IGSO-C40 satellite
Table 3: C40 broadcast ephemeris orbit error correction table
Model X Y Z

Mean/m STD/m RMS/m Mean/m STD/m RMS/m Mean/m STD/m RMS/m

Real 0.565 0.472 0.704 0.751 0.561 0.922 1.132 1.273 1.273
LSTM 0.495 0.288 0.569 0.502 0.307 0.588 0.491 0.349 0.603
BPNN 0.492 0.278 0.565 0.504 0.283 0.579 0.489 0.350 0.601

PSO-BP  0.236 0.488 0.542 0.127 0.391 0.411 0.112 0.658 0.667

(Continued)
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Table 3 (continued)

Model X Y Z

Mean/m STD/m RMS/m Mean/m STD/m RMS/m Mean/m STD/m RMS/m
IPSO- 0.488 0.256 0.489 0.597 0.239 0.332 0.432 0.237 0.241

BP
AEBP 0.516 0.204 0.555 0.702 0.228 0.738 0.699 0.878 0.878
TR- 0.451 0.115 0.466 0.720 0.111 0.729 0.105 0.122 0.142
BiLSTM

GBDT 0.210 0.096 0.314 0.269 0.103 0.246 0.327 0.116 0.102

The TR-BiLSTM model exhibited lower RMS and STD values than the BPNN, LSTM, and AEBP models.
Only one direction of the mean value was more significant than those of the other models, indicating that
the overall trend and results predicted by the TR-BiLSTM model were close to the actual values. The TR-
BiLSTM model was prone to changes, the predicted value was insufficiently stable, and the error curve was
not sufficiently smooth.

The RMS and STD of the GBDT model were lower than those of the BPNN, LSTM, AEBP, PSO-BP,
IPSO-BP, and TR-BiLSTM models; however, the overall prediction trend was relatively stable. Fig. 8 shows
that the prediction error of the GBDT model was stable at approximately —1~1 m, and the prediction accuracy
and stability of this model were greater than those of the other four models.

3.4 Analysis

To improve the applicability of the results, the C25 satellite in the MEO orbit and the C39 satellite in the
IGSO orbit were included in the experimental data. The performances of various machine learning models
in satellite navigation systems were evaluated in detail. First, a BPNN model was used. This model had an
average performance for most satellites; however, it exhibited a better performance for a small number of
satellites. Second, the extended LSTM was used. This model showed good fitting ability for satellite data
that needed to consider time-series information, but its performance under some satellites was slightly
mediocre. The AEBP model yielded good fitting results for simple datasets; however, its performance for
complex datasets was mediocre. Notably, although the performance of the TR-BiLSTM model was not stable
for different satellites, it demonstrated better performance in processing sequence data, especially when
addressing long-term dependencies. Finally, the GBDT algorithm was used, which enhanced the overall
performance of the model by combining multiple weak classifiers and demonstrated strong results in both
the correction rate and mean square error.

Table 4 shows the comparison table of the error correction rates of the MEO and IGSO satellites.
Compared to those of the traditional BPNN and LSTM models, the error correction rate of the AEBP model
increased by 12.8%~23.6%. Fig. 9 shows that the prediction errors of the AEBP model and the true values
closely overlap, indicating that the model can fit the data well but cannot correct the orbit error satisfactorily.
The AEBP model has certain limitations in addressing this nonlinear and complex trend.

The errors of the TR-BiLSTM forecast model were all below the true values, but the instability could not
be eliminated. The TR-BiLSTM model achieved a higher forecast accuracy than the AEBP model; however,
there were still specific errors and instabilities. Compared with those of the AEBP model, the prediction error
correction rates of the TR-BiLSTM model increased by 14.9%~26.6%, and the actual error correction rates
increased by 28.5%~41.2%.
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Table 4: Orbit error correction table for the broadcast ephemeris
Type of PRN Mean square error/m Correction rate/%
satellite
Real BPNN LSTM PSO- IPSO- AEBP TR- BPNN LSTM PSO- IPSO- AEBP GBDT
BP BP BiSTM BP BP
MEO C25 0465 0399 0331 0312 0303 0380 0331 1419 2882 3290 3484 1634  56.77
C34  0.607 0.487 0.446 0386 0348 0529 0434 1977 2652 3641 42,67  12.85 64.74
1GSO C39 1066 1021 0951  0.821 0781  0.854  0.626 422 1079 2298 2674 1989  59.01
C40  1.649  1.077  0.897  0.847 0797 1283  1.098  34.69 4560  48.64 5167  22.20  65.49
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Figure 9: Comparison of the model mean square error and modification rate
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Compared with the first two models, the GBDT ensemble learning model exhibited the lowest cor-
rection error, showed less fluctuation, was more stable and reliable, and could correct real errors well. By
combining multiple forecast models, GBDT ensemble learning can improve the overall forecast accuracy
and stability. This method fully utilizes the advantages of each model and effectively reduces the prediction
error of a single model. Compared with those of the TR-BiLSTM model, the prediction error correction rates
of the GBDT ensemble model increased by 30.9%~50.6%, and the true error correction rates increased by
56.7%~65.4%.

In this study, the performances of different machine learning models in satellite navigation systems were
analyzed using box plots. Fig. 10 illustrates the performance of each model based on the MSE and modifica-
tion rate. The figure shows the significant differences between the different models. The GBDT model exhibits
the lowest median mean square error (approximately 0.3 m), indicating its excellent performance in terms of
prediction accuracy. In contrast, the median mean square error of the AEBP model was approximately 0.5 m,
which was the highest among the models, indicating that its predictive performance was relatively weak.
Additionally, the performances of the LSTM model and BPNN model were relatively stable, with median
mean square errors of approximately 0.45 and 0.5 m, respectively, indicating their general performance in
forecasting. The median mean square error of the TR-BiLSTM model was approximately 0.4 m, indicating
good and stable performance.

Boxplot of Mean Squared Error Boxplot of Correction Rate
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Figure 10: Box plot of the model mean square error and comparison of modification rate

Additionally, the figure shows the performance of each model in terms of correction rate. The GBDT
model performed well in terms of revision rate; it presented high revision rates in most cases, indicating its
excellent performance in correction prediction. The TR-BiLSTM model also exhibited a higher revision rate
in most cases, indicating its excellent performance in correcting the prediction bias. In contrast, the revision
rate of the BPNN model was low in some cases, indicating its insufficiency in correcting the predictions.
The performance of the LSTM and AEBP models in terms of the correction rate was relatively average, and
further improvement was required to increase their correction ability.
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4 Conclusions

This study proposes an ensemble learning approach that utilizes GBDT to integrate predictions of the
AEBP model and TR-BiLSTM model for BDS satellite orbit prediction.

The GBDT framework plays a crucial role in enabling the effective combination of the AEBP and TR-
BiLSTM models. This novel integration allows the ensemble to leverage the strengths of both models while
addressing their limitations. The GBDT method further optimizes the overall performance by assigning
weights to and combining the outputs of the two models.

The AEBP model features a key innovation in its integration of an attention mechanism with BPNN,
enhancing its ability to learn complex relationships among input features. This combination improves the
ability of the model to focus on relevant information, significantly boosting prediction accuracy.

The TR-BiLSTM model demonstrates its innovation by integrating three key modules: the Trans-
former, which excels at capturing long-range dependencies; ResNet, which improves the gradient flow
and accelerates convergence; and BiLSTM, which processes input sequences bidirectionally to capture
comprehensive temporal patterns. This synergy effectively enhances the capability of the model to handle
intricate time-series data.

The effectiveness of the proposed ensemble learning model is validated using the BDS broadcast
ephemeris data for the BDS-3 MEO and IGSO satellites, showing that the model can correct broadcast
ephemeris orbit errors with an error correction rate of up to 65.4%. This demonstrates the potential of the
proposed method to improve the positioning accuracy of satellite navigation systems.
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