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ABSTRACT: This paper provides a comprehensive bibliometric exposition on deepfake research, exploring the
intersection of artificial intelligence and deepfakes as well as international collaborations, prominent researchers,
organizations, institutions, publications, and key themes. We performed a search on the Web of Science (WoS) database,
focusing on Artificial Intelligence and Deepfakes, and filtered the results across 21 research areas, yielding 1412 articles.
Using VOSviewer visualization tool, we analyzed this WoS data through keyword co-occurrence graphs, emphasizing
on four prominent research themes. Compared with existing bibliometric papers on deepfakes, this paper proceeds
to identify and discuss some of the highly cited papers within these themes: deepfake detection, feature extraction,
face recognition, and forensics. The discussion highlights key challenges and advancements in deepfake research.
Furthermore, this paper also discusses pressing issues surrounding deepfakes such as security, regulation, and datasets.
We also provide an analysis of another exhaustive search on Scopus database focusing solely on Deepfakes (while
not excluding AI) revealing deep learning as the predominant keyword, underscoring AI’s central role in deepfake
research. This comprehensive analysis, encompassing over 500 keywords from 8790 articles, uncovered a wide range
of methods, implications, applications, concerns, requirements, challenges, models, tools, datasets, and modalities
related to deepfakes. Finally, a discussion on recommendations for policymakers, researchers, and other stakeholders
is also provided.
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1 Introduction
The development of Artificial Intelligence (AI) technology in recent years has raised serious questions

and concerns in various sectors, including cybersecurity, politics, and media. Recently, the World Economic
Forum’s 2024 Global Risks Report [1] has announced AI-powered misinformation and disinformation as
the most pressing short-term global threats (refer to Fig. 1). In particular, AI technology, namely deepfakes,
contributes significantly to this phenomenon. Deepfakes enable the creation of highly realistic but fabricated
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content, such as images, videos, and audio recordings. This technology has been widely exploited to create
false information with the intent of deceiving or misleading, such as manipulating public opinion, damaging
reputations, or spreading harmful propaganda.

Figure 1: Top 10 risks by global risks report 2024

The word “deepfake” first appeared to the general public in 2017 when a member of the Reddit forum
“deepfakes” started posting about the use of generative adversarial networks (GANs) [2] to manipulate videos
of popular individuals in the society. Such algorithms can produce deceptively lifelike media, and stunning
facial swaps [3]. Fig. 2 shows the number of research papers from Scopus within the last five years indicating
an increasing trend in the number of publications on deepfakes.

Deepfake poses risks to individuals and organizations especially when it has been used with bad
intentions, potentially damaging reputations, and causing societal harm. The potential for malicious use
of deepfakes is significant, such as the creation of manipulated representations of public figures or other
individuals, often leading to harm or reputation damage [4]. For instance, faces can be superimposed on
explicit images, videos, or audio clips, and public figures can be fabricated as making harmful statements [5].
Besides disseminating false information, eroding confidence, and misdiagnosis, deepfakes can be used to
perform cyber crimes such as fraud and security threats. They can undermine and destabilize the operations
of a company via false claims [6] and are also harmful in their status as evidence which could make justice
preservation quite difficult [7]. The prevalence of deepfakes makes it more challenging to filter fake news from
real news, thus threatening security via the dissemination of propaganda [8]. Addressing this critical issue
is paramount. This is evident from the increasing number of works in the deepfake detection research area.
In particular, [9] provides statistical data from 2017 to 2024 demonstrating that research output in deepfake
detection significantly exceeds that of deepfake creation. Although machine learning forms the foundation
of most deepfake detection methods, challenges remain, such as the scarcity of high-quality datasets and
benchmarks [10–13]. Notably, Convolutional neural networks (CNNs) have been identified as the widely
used deep learning method for video deepfake detection [14].
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Figure 2: Published papers on deepfake within the last five years

Deepfakes can also serve benign purposes, such as enhancing photo quality for magazine covers,
and may even be useful in education, fashion, marketing, and healthcare [8]. Other popular applications
include interactive digital twins [15], and the deployment of digital avatars or virtual assistants within video
conferencing environments [16]. Moreover, smartphone applications such as FaceApp and Facebrity, which
leverage deepfake technology, have recently garnered significant public interest [17]. However, as previously
discussed, the potential for malicious use of deepfakes appears to outweigh their beneficial applications,
raising notable concerns for individuals, organizations, and national security.

Among ways to combat deepfakes include legislation and regulation, corporate policies and voluntary
action, education, and training, as well as anti-deepfake technology. Such technologies include deepfake
detection, content authentication, and deepfake prevention [8]. Enhanced detection methods help address
deepfake threats by providing tools to verify content authenticity. Deepfake detection remains an active
area of research, with ongoing developments aimed at improving accuracy and adapting to the evolving
nature of deepfake technology [5]. Several deepfake detection strategies have been developed in response to
growing concerns and garnered significant attention from specialists and academics in recent years. Deepfake
detection involves several steps. The first step, data collection, involves gathering real and deepfake data for
analysis. The second step, face detection, involves identifying facial regions to capture characteristics such as
emotion, age, and gender. The third step, feature extraction, involves extracting distinguishing features from
the face for deepfake identification. The fourth step, feature selection requires choosing the most relevant
features for accurate detection. The fifth step, model selection, involves selecting a suitable model from deep
learning, machine learning, or statistical approaches. The final step, model evaluation, involves assessing
model performance using various metrics [18]. At the heart of these steps is feature extraction, feature
selection, and model selection, where artificial intelligence plays a significant role.

Notably, to understand the depth of the literature, a useful technique for comprehending the dynamics
of research output and impact across a range of topics is via bibliometric analysis [19]. Researchers can
get insights that guide future research, funding choices, and policy creation by using quantitative tools
to analyze academic literature. Usually, bibliometric analysis entails obtaining information from scholarly
databases such as, Web of Science (WoS), and Scopus. Hence, a useful framework that can comprehend the
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intricacies of deepfake research can be provided by bibliometric analysis, which is continuously evolving in
this area [20,21] and various other fields [22–26]. Accordingly, a bibliometric analysis is applied to the study
of scientific literature to quantify and assess research findings, patterns, and the composition of knowledge
within particular fields [27].

Using bibliometric analysis, one can get insight into the evolution of research over time, pinpoint
research trends, and highlight notable authors, journals, and institutions. It can also reveal the top-cited
author contributions, institutions, and keyword co-occurrences. Therefore, this research aims to investigate
current trends and developments in deepfake technology by analyzing publication and citation patterns,
identifying key players (countries, organizations, and authors), exploring prominent themes and research
interests, and identifying emerging trends within the field. This study focuses on addressing the following
research questions:

• What are the distributions of publications on AI-based deepfakes geographically?
• What is the bibliographic coupling of researchers in the field of AI-based deepfakes?
• What are the most influential institutions working on AI-based deepfake research?
• What are the dominant trends from the meta-data (titles, abstracts, and keywords) on the research on

AI-based deepfakes?
• Which research areas are the most prominent in the field of AI-based deepfakes and what are the top-

cited papers in these areas?
• What lessons can be derived from these identified papers?
• What are the limitations, insights, and future prospects of deepfake detection research?
• What research patterns can be observed from the co-occurrence of keywords within the extensive body

of deepfake research, based on a comprehensive analysis of these keywords?
• What are the trends, challenges and recommendations based on the review?
• What are the recommendations for addressing deepfakes for policymakers, researchers, and other

stakeholders, such as industries and media outlets?

This paper stands out from previous bibliometric studies on deepfakes through:

• Identifying continental contributions to deepfake research and providing insights on data from WoS.
• Identifying the most prominent keywords by leading authors with the highest number of published

documents on deepfakes.
• Identifying top research papers by leading authors with respect to citations based on data from WoS.
• Identifying and classifying key research areas based on the most prominent keywords into four themes:

deepfake detection, feature extraction, face recognition, and forensics.
• Reviewing top cited papers that fall under these themes and their contributions.
• Discussing latest developments on global AI regulation initiatives.
• Discussing some of the trends, challenges and recommendations based on the review.
• Providing an exhaustive analysis of a more comprehensive search on deepfake based on data from Sco-

pus.
• Providing insights based on an exhaustive keyword analysis from a comprehensive Scopus search.
• Discussing recommendations for policymakers, researchers, and practitioners.

These novel contributions provide unique insights into the rapidly advancing field of deepfakes.
Accordingly, the remaining sections of the document are arranged as follows: Section 2 describes related
literature on the bibliometric analysis of deepfakes, Section 3 provides details on the methodology, the results
are described in Section 4, with insights into some prominent research areas, pressing concerns and key
contributions are discussed in Section 5. Section 6 provides the results of the exhaustive search and analysis
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of research on deepfakes. Section 7 provides recommendations for addressing deepfakes for policymakers,
researchers, and practitioners.

2 Related Works
The interest in deepfake research is growing. Accordingly, we provide an overview of related works on

the bibliometric analysis of deepfake research together with some of their findings.

2.1 Related Bibliometric Papers
In this section, we review the related work on deepfakes that have considered bibliometric analysis

approaches to investigate trends in this area.
The work in [28] investigates misinformation in academia via network analysis of author keywords

using bibliometric data. The results indicate that topics related to misinformation have increased in recent
years. The work in [29] aims to select the most relevant articles on deepfakes based on data collected from
Clarivate Analytics’ Web of Science Core Collection. The authors show that within a period of six years (2018
to 2023), an annual growth rate of over 100% has been experienced, indicating the trends in this research
area. Furthermore, the authors identify key authors, collaboration among authors, primary topics studied in
research, and major keywords. In addition, the work provides potential techniques to stop the proliferation
of deepfakes to ensure information trust.

In [20], using VOSviewer, the authors conduct a bibliometric analysis aimed at providing a comprehen-
sive analysis of deepfakes and investigating influential authors and their collaboration, as well as countries
and more specific institutions investing annually. Using Web of Science, they analyze top document types,
source titles, publication trends, and the productivity of various countries, as well as collaborative efforts
among institutions, authors, and regions. The authors also use CiteSpace to identify fundamental focal points,
research directions, and shifts in citations for keywords, thus presenting an in-depth analysis.

In [30], the authors conduct a meta-analysis on deepfakes to visualize their evolution and related
publications. They identify key authors, research institutions, and published papers using bibliometric data.
In addition, the authors conduct a survey to test whether participants can differentiate real photos of people
from fake AI-generated images. Although the study contains aspects of a bibliometric paper, it is considered
a meta-research, survey, and background study. The findings of the study show that humans are falling short
of keeping up with AI and must be conscious of its societal impact.

The study in [21] also aims to provide a bibliometric analysis of deepfake technology based on 217 entries
spanning a range of 15 years from Scopus. The authors use VOSviewer and R-programming to perform the
analysis, and the results indicate that India has the highest number of publications. There is also an emerging
rise in publications on the issue of deepfakes. In addition, the authors provide insights into collaboration
patterns, key contributors, and the evolving discourse, serving as a foundation for informed decision-making
and further research.

The authors in [31] conduct a bibliometric analysis of articles published on deepfakes, focusing on six
research questions related to the main research areas, current topics and their relationships, research trends,
changes in research topics over time, contributors to deepfake research, and funders of deepfake research.
Based on a study of 331 articles obtained from Scopus and Web of Science, the authors provide answers to
these questions. Furthermore, they discuss emerging areas, potential development opportunities, applied
methods, relationships among prominent researchers, countries conducting the research, and opportunities
for practitioners interested in deepfake research.
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Previous bibliometric studies have focused on specific aspects of deepfake research, such as fake
news detection by Gunawan et al. [32], image anti-forensics by Lu et al. [33], and the negative effects of
deepfake content by Garg and Gill [34]. However, these studies are limited in scope and do not provide
a comprehensive overview of the field. For instance, Gunawan et al.’s research focuses on deepfake news
detection, while Lu et al.’s study explores image anti-forensics. Garg and Gill’s research, although focused on
deepfake, primarily examines the negative effects of deepfake content.

Other studies have investigated related topics, such as disinformation through social media [35] and
digital forensics investigation models by Ivanova and Stefanov [36]. However, these studies are restricted to
specific keywords and do not provide a thorough analysis of the deepfake field. Gil et al.’s research on deepfake
technology evolution and trends is based on bibliometric analysis but differentiates itself by focusing on
organizations’ funding deepfake research [31]. Kaushal et al.’s [20] study provides a comprehensive analysis
of deepfake research but is limited to influential authors, countries, institutions, and publications.

2.2 Research Motivation
In conducting bibliometric analysis, a dataset must be acquired, typically through sources such as Web

of Science (WoS) or Scopus, which have lots of bibliographic information [37], and analyzed using tools
like VOSviewer, the R bibliometric package, or CiteSpace. Prior bibliometric analysis of deepfake research,
as outlined in Table 1, reveals an expanding interest in the topic, but the current scope remains limited in
several respects. Existing bibliometric analyses [20,21,29,31] provide valuable insights into publication trends
and scholarly output, covering periods ranging from 3 to 15 years and document counts from 217 to 621.
However, these analyses often lack coverage of larger datasets. This study, which analyzes 1412 documents
from WoS, highlights the need for more comprehensive exploration due to the rapid development of deepfake
technology. This evolution raises pressing ethical concerns, including its use in disinformation campaigns,
privacy violations, and potential harm to individuals and organizations. Addressing these issues requires
studies that go beyond detection and prevention to consider broader societal implications. Deepfake research
remains an engaging field with few comprehensive review studies to provide insights and encourage further
research. Conducting more extensive studies will support the development of policies and frameworks to
address both technical and ethical challenges. The key features and analysis of existing bibliometric reviews,
highlighting one of the gaps addressed by this study (dataset size and years of coverage), are presented
in Table 1.

Table 1: Features and analysis of existing bibliometric reviews

Ref. R VOSviewer CiteSpace WoS Scopus Years coverage No. document
[29] ✓ ✓ 6 584
[20] ✓ ✓ ✓ 11 621
[21] ✓ ✓ ✓ 15 217
[31] ✓ ✓ ✓ 3 331

2.3 Research Contributions
Although prior works have provided different insights into countries, prominent authors, institutions,

and keywords, this paper distinguishes itself from prior bibliometric studies in five ways: (1) the size of the
dataset; (2) the classification of these areas into themes by grouping related concepts within a single thematic
group wherever applicable; (3) the review of top-cited papers under these themes to identify research patterns
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and some of the most influential research. Reviewing top-cited papers in each domain provides perspectives
absent in other bibliometric papers and adds depth from an angle missing in prior works, with summaries
indicating lessons learned. In addition to all these, the methodology deployed is also replicable and easy to
follow, as papers selected for review are chosen based on well-defined criteria with strong relevance; (4) we
provide a comprehensive analysis of a wide spectrum of keywords that were clustered using VOSviewer and
we discuss the themes of each cluster. Moreover, insights into the state of deepfake research are provided
from a corpus of over 8000 keywords; and (5) recommendations for addressing deepfakes for policymakers,
researchers, and practitioners are provided. These contributions are unique to this paper and provide new
insights into pivotal areas within the entire deepfake research domain.

This study aims to examine trends in publications and citations, countries’ contributions, prominent
authors, influential organizations, recurring themes, thematic elements, research interests, and emerging
trends in the field of deepfake research using a distinct approach by conducting an in-depth analysis of
prominent selected keywords, including detection, feature extraction, face recognition, and forensics. It then
provides a review of the most cited papers in this domain, discussing some of their main contributions,
motivations, and relevance. In addition, the dataset from Web of Science used in this paper is much larger
than that of many existing works due to rapid advances in research in this area. Thus, many of the findings
in this bibliometric analysis differ from those in prior work. Moreover, this study covers 21 research areas,
with 1412 results from these areas, showing the large scope covered by the search. Furthermore, details
are provided on the contributions of different continents and some of the main funding organizations in
prominent countries, keywords associated with researchers with the most documents, top-cited papers by
top-cited authors, and deep insights from 8790 keywords obtained from over 5,000 search entries in Scopus.
The findings of this research provide valuable insights into the current state of deepfake research, identify
research gaps, and offer recommendations for future studies. The study also sheds light on the negative effects
of deepfake content and provides a foundation for developing strategies to mitigate these effects.

3 Research Methodology
This study utilizes a bibliometric analysis of research on deepfakes, employing VOSviewer to map and

analyze the literature [38–40]. For all analyses conducted in this paper, we used the default VOSviewer
settings unless stated otherwise, such as when adjusting the minimum keyword threshold. The VOSviewer
provides visualization according to three bibliometric networks; a bibliographic coupling network of co-
authorship (countries, researchers, and organization), a co-occurrence network of author keywords, and
text analysis of title and abstract. A bibliometric network usually consists of both nodes and edges.
The nodes could represent journals, publications, keywords, or researchers while the edges show the
relationship between different pairs of nodes. Such relationships could be co-authorship or co-occurrence
relations [40]. The primary goal is to elucidate research trends, identify influential contributors and countries,
and explore critical themes in deepfake technology. The methodology outlines the data collection and
visualization process.

Accordingly, the bibliometric information for this study was collected using the Web of Science,
where each article’s data corresponds to the theme. The research relied on comprehensive bibliographic
databases, specifically Web of Science (WoS), due to their extensive coverage of peer-reviewed literature
and citation information [37,41], as well as a source that favoured Natural Sciences and Engineering related
disciplines [42]. As a result, this source is selected to capture a broad spectrum of foundational and recent
deepfake technology studies. The search strategy involved querying terms such as “artificial intelligence”
AND “deep fake” OR “deep-fake” OR “deepfake” OR “deep fakes” OR “deep-fakes” OR “deepfakes” OR
”synthetic media” OR “AI-generated media”. The search was conducted on August 29, 2024, and included
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articles, conference papers, reviews, and proceedings, which revealed 1640 documents. The data was
downloaded as a Tab delimited file from the Web of Science database. This study partially follows the
PRISMA guidelines [43,44].

However, due to the limitations of PRISMA, which is a framework specifically designed for systematic
and meta-analysis review [43,44], this study carefully selects the papers to meet the criteria of bibliometric
review. Hence, the breakdown of the research process is presented in Fig. 3. Accordingly, the search retrieved
results from various research areas, of which 21 research areas related to deepfakes were selected, yielding 1412
results, which are Computer Science: 1025; Engineering: 488; Imaging Science: 184; Telecommunications:
126; Government Law: 68; Science Technology: 52; Physics: 42; Information Science: 29; Mathematics: 27;
Education Research: 22; Criminology Penology: 15; International Relations: 15; Film, Radio, Television: 13;
Art: 12; Surgery: 5; Legal Medicine: 5; Theatre: 4; Medical Ethics: 3; Medical Informatics: 2; Obstetrics
Gynecology: 2; Radiology, Nuclear Medicine, Imaging: 2. The choice of database, keywords and research
areas as well as the use of VOSviewer for the presentation of data and visualizations helps to filter out outliers
in the research on deepfakes, thus no other data cleaning process was required. Accordingly, Fig. 4 lists the top
ten deepfake-related research areas in decreasing order and the number of papers from each research area.

Figure 3: Research methodology
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Figure 4: Top 10 deepfake-related research areas and their corresponding number of WoS indexed papers

Limiting the scope to the chosen 21 research areas helps to ensure documents not directly related to the
technological or societal aspects of deepfakes were excluded. This involves 228 articles and the 21 research
areas retrieved 1412 results, which were exported in tab-delimited file format for analysis. Bibliographic data
for the 1412 publications was downloaded from the Web of Science database, which supports various file
formats. These documents were exported in text format for analysis. The entire record was obtained for
each publication.

4 Results
This section presents and analyzes the bibliographic data, focusing on key metrics such as the most

prolific authors, leading countries in publication output, and other relevant trends, as observed in previous
bibliometric studies [45–47]. By examining these aspects, this analysis provides a clearer view of the current
research landscape, highlighting influential contributors and the regions driving advancements in deepfake
research. Note that the influential contributions discussed in this section are based on the number of
publications and citations.

4.1 Geographical Distribution of Publications (Citations by Country)
This study examines the geographical distribution of publications by using citations as the unit of

analysis. A bibliographic map was generated based on collected data, utilizing bibliographic coupling of
country co-authorship with fractional counting. The maximum number of countries per document was set
to 25. To ensure a meaningful analysis, the minimum number of documents required for a country to be
included in the citation analysis was set to five, which is the default value. Among the 89 countries in the
dataset, 49 met this threshold. The final visualization is presented in Fig. 5.

Fig. 5 highlights regions and countries with at least five publications related to deepfake research. Each
circle represents a country, where larger circles indicate higher publication counts, while smaller circles
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represent countries with fewer publications. In general, the closer two countries appear in the visualization,
the stronger their bibliographic coupling relationship.

Figure 5: The visualization of the countries and regions with a minimum of a five publication threshold

4.2 Leading Countries Based on the Number of Publications
The research contributions of the top 20 countries, ranked by the number of published documents on

deepfakes, are presented in Table 2(i). The minimum number of documents required for a country to be
included in the visualization was set to 19.

The most prolific country in deepfake research is the People’s Republic of China (PRC) or China, with
408 publications and 4403 citations, followed by the United States with 319 publications and 6259 citations,
and India with 126 publications and 755 citations. This indicates that the China is the leading contributor to
deepfake research, closely followed by the USA. At the lower end of the top 20 list, Norway and Switzerland
each have 20 publications, while Malaysia, ranking 20th, has 19 publications.

The analysis also reveals that certain countries, such as Angola, Argentina, Bahrain, Bosnia & Herze-
govina, Chile, Cyprus, Fiji, Kosovo, Lebanon, Libya, Morocco, Nepal, Somalia, Tunisia, Uzbekistan, Yemen,
Ghana, and Sri Lanka, have contributed only one publication each. Similarly, Nigeria, Northern Ireland,
Belarus, Colombia, Trinidad and Tobago, Estonia, and Iraq each have two publications, indicating relatively
lower contributions to deepfake research.

This study finds that deepfake research is prioritized in countries such as China, the USA, India,
and Italy, likely due to their strong focus on cybersecurity, emerging technologies, and digital innovation.
Consequently, deepfake research is concentrated in industrialized nations with substantial public and private
funding dedicated to AI and digital technologies. In contrast, countries with fewer publications in this area
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may have limited access to funding and tend to focus on research addressing socio-economic priorities, such
as public health, agriculture, or other pressing local concerns, rather than deepfake technology.

Table 2 presents the top 15 countries ranked by the number of publications and citations.

Table 2: Top 15 countries ranked by publications and citations

(i) By number of documents (ii) By number of citations

Country Docs Cites Country Docs Cites
China 408 4403 U S A 319 6259
U S A 319 6259 China 408 4403
India 126 755 Italy 84 1920
Italy 84 1920 Germany 46 1432

Australia 79 590 Japan 40 1049
England 74 467 France 39 775

South Korea 63 617 India 126 755
Singapore 56 489 South Korea 63 617
Germany 46 1432 Australia 79 590
Pakistan 46 294 Singapore 56 489

Saudi Arabia 44 180 Spain 37 484
Japan 40 1049 England 74 467

France 39 775 Israel 8 335
Spain 37 484 Pakistan 46 294

Canada 37 242 U Arab Emirates 16 251

4.2.1 Leading Countries Based on Number of Citations
Considering the number of citations, the research contributions on deepfakes from the top 15 countries

are presented in Table 2 (ii). The analysis was conducted by selecting a minimum of one document per
country and including the top 15 countries out of 83. The USA is the most influential country in terms
of citations, with 6259 citations from 319 publications, followed by the China with 4403 citations from
408 publications and Italy with 1920 citations from 84 publications. The data shows that the USA has
significantly more citations on deepfakes than any other country. In contrast, countries such as Saudi Arabia,
the Netherlands, and Egypt rank at the bottom of the list, with Saudi Arabia having 180 citations, the
Netherlands 178 citations, and Egypt 111 citations. Moreover, the overall analysis indicates that countries such
as Cyprus, Ghana, Iran, and Sri Lanka have no citations, while Slovenia, Bosnia & Herzegovina, Kosovo, and
Luxembourg each have only one citation.

In summary, this section highlights the top countries contributing to deepfake research in terms of both
document count and citation ranking. Specifically, China, the USA, and Italy rank in the top three for both
categories (refer to Fig. 6), making them the leading contributors to deepfake research. Most countries that
appear in the document ranking also appear in the citation ranking, with the exceptions of Israel, the United
Arab Emirates, and Egypt. These countries are in the top 20 for document citations but not in the document
ranking itself. Similarly, Norway, Switzerland, and Malaysia are in the top 20 for document rankings but not
in the citation ranking.
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Figure 6: The top 10 countries by citations

4.2.2 Continental Insights and Recommendations
First, Asia leads in terms of the number of documents (783), with China contributing more than 52% of

the total. North America follows, primarily represented by the USA (319). Europe ranks third (280), with Italy
accounting for only 30% of all documents, indicating a more balanced contribution across multiple European
countries. Oceania is represented solely by Australia, which has 79 documents—a significant number relative
to some European countries with larger populations and more institutions. Africa’s footprint is not observed
in the analyzed data.

In terms of citations, North America, represented by the USA (6259), has the highest impact despite
ranking second in the number of publications. Research in the USA is supported by funders such as the
National Science Foundation, the Defense Advanced Research Projects Agency, and the U.S. Department
of Defense. Asia follows, led by China (4403), though many other Asian countries have a lower citation-
to-document ratio compared to Europe, where research, particularly from Italy and Germany, has a
higher citation impact. Major funders in Europe include the European Commission and the Horizon 2020
Framework Programme. Oceania, represented by Australia (590), also contributes significantly. Africa and
the Middle East do not have a notable presence in terms of citations.

Overall, Asia has the highest research volume with a strong citation count. Research in China benefits
from funders such as the National Natural Science Foundation of China, the Ministry of Science and
Technology of the People’s Republic of China, and the National Key Research and Development Program of
China. Other key funding agencies in Asia include the National Research Foundation of Korea. Meanwhile,
North America (primarily the USA) produces the most impactful research overall, while Europe generates
well-cited publications. Oceania also makes significant contributions, though its citation impact is lower
compared to Europe and North America.

Given the low participation of some continents and countries in deepfake research, intercontinental
collaboration should be encouraged. Deepfake technology is a global concern, as the internet is accessible
to all. Collaboration between technologically advanced nations and developing regions would enhance the
global research landscape on deepfakes, fostering more comprehensive and diverse contributions to this
critical field.

4.3 Bibliographic Coupling Network of Researchers
In order to construct the visualization of researcher citations, we used bibliographic coupling based

on co-authorship with fractional counting, setting a maximum of 25 countries per document. VOSviewer
requires a minimum document count per country for inclusion in the citation visualization; we selected the
default threshold of five publications. From our dataset, 105 authors met this criterion out of 3991 authors
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with at least five publications. In the visualization shown in Fig. 7, each circle represents a researcher, with
larger circles indicating researchers with many publications and smaller circles indicating those with fewer.
Generally, the closer any two researchers are within the visualization, the more closely they are related in
terms of bibliographic coupling. In other words, researchers positioned near each other tend to cite the same
publications, whereas those further apart typically do not.

Figure 7: The visualization of the bibliographic coupling network of researchers

4.3.1 Leading Authors Based on Number of Documents
The research contributions on deepfakes by the top 20 authors, based on the number of publications,

are presented in Table 3(i). This visualization was created by setting a minimum of one document per author.
The most productive author is Lyu Siwei (USA), with 19 publications and 1541 citations, followed by Javed
Ali (Pakistan), with 15 publications and 128 citations; and Woo Simon (South Korea), Bestagini Paolo (Italy),
and Hu Yongjian (China), each with 14 publications and 209, 184, and 21 citations, respectively. The data
shows that Lyu Siwei (USA) is the leading contributor to deepfake research, followed by Javed Ali (Pakistan).
Authors such as Farid Hany (USA), Tariq Shahroz (Australia), Irtaza Aun (USA), Chen Yu (USA), Jin Xin
(China), Jiang Qian (China), and Dong Jing (China) each have nine publications, placing them at the bottom
of the top 20 list.

Table 3: Leading authors ranked by documents and citations

(i) By number of documents (ii) By number of citations

Author Docs Cites Country Author Docs Cites Country
Lyu, Siwei 19 1541 USA Lyu, Siwei 19 1541 USA
Javed, Ali 15 128 Pakistan Li, Yuezun 13 1460 China

Woo, Simon S. 14 209 South Korea Riess, Christian 3 1153 Germany
Bestagini, Paolo 14 184 Italy Verdoliva, Luisa 10 1143 Italy

Hu, Yongjian 14 21 China Yang, Xin 2 1097 USA
Li, Yuezun 13 1460 China Cozzolino, Davide 5 860 Italy

(Continued)
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Table 3 (continued)

(i) By number of documents (ii) By number of citations

Author Docs Cites Country Author Docs Cites Country
Zhou, Wenbo 12 349 China Niessner, Matthias 4 842 Germany
Yu, Nenghai 11 381 China Thies, Justus 2 836 Germany

Zhang, Weiming 11 362 China Roessler, Andreas 2 836 Germany
Tubaro, Stefano 11 181 Italy Qi, Honggang 6 648 China

Liu, Beibei 11 19 China Sun, Pu 5 647 China
Verdoliva, Luisa 10 1143 Italy Yamagishi, Junichi 8 603 Japan
Amerini, Irene 10 209 Italy Echizen, Isao 6 576 Japan

Wang, Wei 10 114 China Wen, Fang 3 572 China
Lu, Wei 10 72 China Chen, Dong 3 572 China

Zhao, Yao 10 34 China Bao, Jianmin 3 572 China
Farid, Hany 9 254 USA Yang, Hao 2 531 USA

Tariq, Shahroz 9 139 Australia Li, Lingzhi 2 531 China
Irtaza, Aun 9 92 USA Zang, Ting 2 451 China
Chen, Yu 9 32 USA Guo, Baining 2 451 China

Additionally, the research indicates that nine of the top 20 authors are from China, four from the USA,
four from Italy, and one each from Pakistan, South Korea, and Australia. The significant number of authors
from China underscores their substantial contribution to deepfake research. Overall, over 200 authors have
only one publication. Table 3 presents the top 20 authors, ranked by the number of publications, their citation
counts, and countries.

4.3.2 Related Keywords by Authors with the Highest Number Documents
In this study, we aim to identify the research patterns represented by keywords in the works published

by authors with the most documents. These keywords are mainly related to methods and techniques, as
well as broader concepts and components on deepfake generation, image analysis, deepfake, and forgery
detection. Similarly, text, audio, and video forgery are all evident in these keywords. These keywords include
Adversarial Learning, Adversarial Networks, Audio Authenticities, Audio Forgery Detection, Data Hiding,
Deepfake Detection, Deep Neural Networks, Detection Methods, Detection Models, Digital Image Forensics,
Duplication Detection, Face Images, Face Recognition, Face Synthesis, Face Swapping, Facial Expressions,
Facial Landmark, Fake Detection, Forgery Detections, Gait Analysis, Gait Recognition, Generalization
Capability, Generative Adversarial Networks, Image Analysis, Image Classification, Image Compression,
Image Enhancement, Image Features, Image Forensics, Image Matching, Image Processing, Manipulation
Techniques, Media Forensics, Neural Network, Neural Networks, Object Detection, Reversible Data Hiding,
Reversible Watermarking, Speech Recognition, Synthetic Data, Video Forgery Detection, Voice Replay
Attack, Watermark Embedding.

4.3.3 Leading Authors Based on Number of Citations
Regarding citation count, the research contributions on deepfakes by the top 20 authors are presented

in Table 3(ii). The most cited author is Lyu Siwei (USA), with 19 publications and 1541 citations, followed
by Li Yuezun (China), with 13 publications and 1460 citations, and Riess Christian (Germany), with three
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publications and 1153 citations. The data indicates that Lyu Siwei (USA) has the highest citation count in
deepfake research, followed by Li Yuezun (China).

Authors such as Li Lingzhi (China), Yang Hao (USA), Zhang Ting (China), and Guo Baining (China)
are at the lower end of the top 20 list. Li Lingzhi and Yang Hao each have 531 citations, while Zhang Ting and
Guo Baining have 41 citations each across two publications.

Among the top 20 most cited authors, nine are from China, four from Germany, three from the USA, and
two each from Italy and Japan. The data further indicates that over 100 authors have no citations. Lyu Siwei’s
leading citation count suggests that his work is highly influential and widely recognized. He is also the only
author in the top three to rank highly in both publication and citation counts. Additionally, the presence of
nine Chinese authors in the top 20 underscores China’s significant contribution to deepfake research. Table 3
presents the top 20 authors ranked by citation count, along with their publication numbers and countries.

4.3.4 Top-Cited Papers by the Most Cited Authors
This section briefly explores the two most cited papers by the five most cited authors in deepfake

research, each with over 1000 citations. Notably, these two papers collectively involve contributions from Lyu
Siwei, Li Yuezun, Riess Christian, Verdoliva Luisa, and Yang Xin. Both papers highlight the importance of
high-quality datasets and benchmarks for deepfake research.

The first paper, titled *“Celeb-DF: A Large-Scale Challenging Dataset for DeepFake Forensics”* [10], co-
authored by Li, Xin Yang, and Siwei Lyu, along with Pu Sun and Honggang Qi, identifies a major limitation
in existing deepfake datasets—their low visual quality, which makes them unrealistic compared to deepfake
videos circulated online. To address this issue, the authors introduced a new large-scale deepfake video
dataset containing 5639 high-quality videos featuring celebrities, generated using an improved synthesis
process. A comprehensive evaluation of deepfake detection methods using this dataset demonstrates its
challenges and potential impact on deepfake forensics.

The second paper, titled *“FaceForensics++: Learning to Detect Manipulated Facial Images”* [48],
authored by Rossler and co-authors, including Riess Christian and Verdoliva Luisa, proposes an automated,
publicly available benchmark for facial manipulation detection. This benchmark standardizes the evaluation
of deepfake detection methods by incorporating prominent manipulation techniques at varying compression
levels and sizes. The dataset contains over 1.8 million manipulated images, making it significantly larger
than previous datasets. A thorough analysis of data-forgery detection techniques reveals that incorporating
domain-specific knowledge significantly improves detection accuracy, even under strong compression, and
outperforms human observers.

4.4 Most Influential Institutions
The most influential institutions are analyzed based on two criteria: the highest number of publications

and the highest number of citations. The results of this analysis are presented in the following sections.

4.4.1 Influential Institutions Based on Number of Documents
An analysis of the most influential institutions reveals that the leading contributor to deepfake research

is the Chinese Academy of Sciences, with 45 publications and 487 citations, followed by the University of the
Chinese Academy of Sciences, with 37 publications and 984 citations, and Nanyang Technological University,
with 28 publications and 393 citations (see Table 4(i)). The institution abbreviations are presented in the table
as extracted from VOSviewer.
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Table 4: Influential institutions ranked by documents and citations

(i) By number of documents (ii) By number of citations

Institution Docs Cites Institution Docs Cites
Chinese Acad Sci 45 487 Suny Albany 9 1495

Univ Chinese Acad Sci 37 984 Univ Federico II Naples 9 1143
Nanyang Technol Univ 28 393 Univ Chinese Acad Sci 37 984

Wuhan Univ 27 170 Tech Univ Munich 7 849
Univ Sci & Technol China 22 452 Univ Erlangen Nurnberg 1 791

Sun Yat Sen Univ 20 122 Natl Inst Informat 11 672
Natl Univ Singapore 16 61 Microsoft Res Asia 4 590

South China Univ Technol 16 28 Peking Univ 4 575
Sungkyunkwan Univ 16 230 Ecole Ponts Paristech 1 561

Alibaba Grp 15 410 Jfli 1 561
Nanjing Univ Informat Sci & Tech 15 211 Upem 1 561

Shanghai Jiao Tong Univ 15 201 Chinese Acad Sci 45 487
Zhejiang Univ 15 113 Univ Sci & Technol China 22 452
Deakin Univ 14 207 Yale Informat Soc Project 3 427
Hunan Univ 14 237 Purdue Univ 5 423

Politecn Milan 14 184 Alibaba Grp 15 410
Shenzhen Univ 14 60 Nanyang Technol Univ 28 393

Beijing Jiaotong Univ 13 50 Univ Texas Austin 2 364
Univ Calif Berkeley 13 285 Stanford Ctr Internet & Soc 2 351
Natl Inst Informat 11 672 Microsoft Cloud AI 3 334

The data highlights the Chinese Academy of Sciences as the primary contributor to deepfake research,
closely followed by the University of the Chinese Academy of Sciences. Among the top 20 institutions, the
minimum publication count is 11, with four institutions meeting this threshold: Xi’an University (11 papers,
167 citations), the National Institute of Informatics (11 papers, 672 citations), SUNY Buffalo (11 papers, 93
citations), and Monash University (11 papers, 145 citations). The National Institute of Informatics ranks 20th
due to its higher citation count.

Overall, more than 150 institutions have only one publication. Table 4 presents the top 20 institutions
ranked by the number of documents, along with their citation counts. Additionally, some of the top 20
institutions in the network are not directly connected. The largest connected cluster consists of 18 institutions,
as shown in Fig. 8.

4.4.2 Influential Institutions Based on Number of Citations
This study also examines the most influential institutions based on citation count, complementing the

analysis conducted on the number of publications per institution. The results reveal that the most influential
institution is SUNY Albany, with nine publications and 1495 citations, followed by the University of Federico
II Naples, with nine publications and 1143 citations, and the University of the Chinese Academy of Sciences,
with 37 publications and 984 citations, as shown in Table 4 (ii).
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Figure 8: Visualization of connected organizations using the number of documents to rank (refer to Table 4 for details)

The findings indicate that SUNY Albany is the leading contributor to deepfake research in terms of
citations, followed by the University of Federico II Naples. Notably, Dr. Siwei Lyu, the most highly cited
researcher in this field, is affiliated with SUNY Albany.

Among the top 20 institutions, the lowest publication count is three, which includes Microsoft Cloud AI,
with 334 citations. Additionally, the analysis reveals that more than 150 institutions have no citations. Table 4
presents the top 20 institutions ranked by citation count, along with their respective publication numbers.

It is also important to note that some of the top 20 institutions in the network are not directly connected.
The largest connected cluster consists of 14 institutions, as shown in Fig. 9.

Figure 9: Visualization of connected organizations using the number of citations to rank (refer to Table 4 for details)

4.4.3 Relevance of Higher Document or Citation: Institutional
The analysis of influential institutions based on the number of publications and citations provides

valuable insights into the research landscape of deepfakes. However, it is important to recognize that the
number of publications produced by an institution does not necessarily correlate with the number of citations
it receives. This discrepancy highlights the distinction between the quantity of research output and its quality
or impact within the scientific community.

For instance, while institutions like the University of the Chinese Academy of Sciences have a high
number of publications (37), it is institutions such as SUNY Albany that lead in citations (1495 citations
from just 9 publications). This suggests that although SUNY Albany has fewer publications, its research has
a greater impact, receiving significant attention and citations from other scholars. Conversely, an institution
with a higher publication count may not necessarily receive a proportional number of citations, as seen with
Microsoft Cloud AI (3 publications, 334 citations), which, despite its smaller output, has a relatively high
citation rate.

This comparison underscores the importance of not relying solely on the number of publications as a
measure of an institution’s research influence. Citations often provide a more accurate reflection of the quality,
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relevance, and impact of research, as they indicate how frequently other researchers reference and build upon
that work. Therefore, institutions like SUNY Albany, with fewer but highly cited papers, may contribute more
significantly to the field than institutions with a larger number of publications but fewer citations.

4.5 Co-occurrence Network of Keywords
In this analysis, we present a visualization of the keywords used by authors. Specifically, we use

bibliographic coupling to analyze the co-occurrence of author keywords, applying the fractional counting
option. Out of 2809 keywords, we set the minimum occurrence threshold at 25, resulting in a selection
of 23 keywords. In the visualization, each circle represents a keyword, with closer proximity indicating a
stronger relationship between keywords. The co-occurrence of keywords in publications was analyzed to
determine their interconnectedness. The results show that the primary keyword is “deepfake detection,”
with prominent related keywords including deepfake, deep learning, artificial intelligence, feature extraction,
machine learning, faces, and generative adversarial networks. Additionally, synonyms such as deepfake,
deepfakes, and deepfake are collectively represented as “Deepfake” in the visualization, as shown in Fig. 10.

Figure 10: Visualization of author keywords

In the visualization (see Fig. 10), four clusters are identified. The first cluster, shown in red, focuses
on technologies and processes related to deepfake creation and detection. This cluster contains seven
keywords, making it the largest, which suggests that researchers in this field prioritize this aspect more
than others. Clusters 2 and 3 each contain five keywords. Cluster 2, represented in green, is centered on
deepfake generation techniques and technologies, while Cluster 3, in blue, relates to the impact of deepfakes
on information integrity and misinformation. Cluster 4, shown in yellow, consists of four keywords and
is associated with deepfake detection and forensic analysis, offering opportunities for further research
contributions. Cluster 3 has the highest number of connections in the visualization, linking it to most of the
other keywords.
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The emphasis on deepfake detection in research suggests that deepfakes are becoming increasingly
common, necessitating the development of effective detection systems. Researchers are actively working
to improve detection methods capable of accurately identifying deepfake content. Given that deepfakes
can be highly realistic, they pose risks such as misinformation, security threats, and reputation damage
to individuals and organizations. Consequently, many researchers focus on developing deepfake detection
solutions. Table 5 presents the 23 keywords identified (including variant forms such as ‘Deepfake’, ‘Deepfakes’,
‘deepfake’), along with their occurrence counts based on the analysis.

Table 5: Most frequent occurrence of authors keywords

Keyword Occurrences Keyword Occurrences
Deepfake Detection 276 Computer Vision 33

Deepfake 267 Face Forgery Detection 32
Deep Learning 198 Multimedia Forensics 29

Deepfakes 194 Training 29
Artificial Intelligence 87 Image Forensics 28

Feature Extraction 55 Disinformation 27
Machine Learning 54 CNN 26

Faces 53 Face Manipulation 26
Generative Adversarial Networks 46 deepfake 25

Fake News 43
Forgery 38

Face Recognition 36
Misinformation 34
Video Forensics 34

4.6 Text Analysis of Titles and Abstracts
This study also performs a text analysis of titles and abstracts to identify common research themes and

focus areas. The minimum number of occurrences for a term is set at 160 out of 25,799 items, with 29 terms
meeting this threshold and being considered for visualization. According to the extracted data, model, most
likely referring to detection models, is mentioned frequently in the literature, followed by other commonly
used terms such as image, deepfake, video, dataset, detection, feature, technique, and face.

The network visualization presented in Fig. 11 reveals four clusters. The first cluster, shown in red, focuses
on evaluating the accuracy and effectiveness of deepfake detection. This cluster contains 14 keywords, making
it the largest, which suggests that researchers in this field place significant emphasis on assessing detection
performance. Cluster 2, shown in green, consists of 11 keywords and is centered on advancements in deepfake
technology. Clusters 3 and 4 each contain two keywords. Cluster 3, shown in blue, focuses on techniques and
deep learning algorithms used in deepfake research, while Cluster 4, shown in yellow, pertains to deepfake
and authentic videos. Notably, Cluster 3 has the most connections in the visualization, as it is closely linked
to other clusters, with deepfake serving as a key term connected to most other keywords.
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Figure 11: Network visualization of text analysis using the title and abstract considering full counting

According to the data, seven of the 29 identified terms represent different aspects of deepfake research:
deepfake detection, models, features, accuracy, effectiveness, fields, and studies. These terms highlight the
central focus on deepfake detection and the associated challenges. Based on these findings, several key
observations can be made:

• Deepfake detection is applied to manipulated images, audio, or videos, where faces can be easily altered.
• The rapid advancements in GANs have made the creation of deepfakes more accessible.
• Extensive research has been dedicated to improving models capable of detecting deepfake media.
• Researchers are examining deepfake features, such as inconsistencies in facial movements or lighting, to

identify fake content.
• Efforts are being made to assess the effectiveness of detection systems in accurately identifying deepfakes.
• Studies explore the challenges and solutions related to deepfake technology, with significant contribu-

tions focused on enhancing detection methods.

Table 6 presents the frequency of keyword occurrences based on titles and abstracts.

Table 6: Occurrence of keywords in title and abstract

Keyword Occurrences Keyword Occurrences Keyword Occurrences
Model 1523 Image 1505 deepfake 1419
Video 1291 Dataset 1130 Detection 1007

(Continued)
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Table 6 (continued)

Keyword Occurrences Keyword Occurrences Keyword Occurrences
Feature 888 Technique 756 Face 750

Approach 712 Paper 647 Technology 643
Performance 592 System 513 Study 484

Data 474 Accuracy 467 State 447
Work 385 Research 347 Problem 335

Person 325 deepfake
Video

283 Use 255

Deep Learning 242 Artificial
Intelligence

215 Effectiveness 192

Experimental Result 183

5 Discussion
The findings of this study further highlight the importance of deepfake detection. Therefore, we take

a closer look at the keywords associated with deepfake detection. In this analysis, we use the following
keyword query: (detect OR detection OR detecting (Title) AND “Deep fake” OR deepfake OR deep-fake OR
“Deep fakes” OR deepfakes OR deep-fakes OR “face forgery” OR “face-forgery” OR “face manipulation” OR
“face-manipulation” (Topic)), retrieved from the Web of Science (WoS) database on 1 November, 2024. The
results are summarized in Table 7, which clearly demonstrates that deepfakes, deepfake detection, and related
processes and analyses constitute some of the most frequently used keywords. These include deepfake(s),
face recognition, face forgery detection, face manipulation, detectors, feature fusion, forgery detection, deepfake
video detection, multimedia forensics, image forensics, face forensics, media forensics, forensics, face swapping,
face forgery, face manipulation detection, face swap, and audio deepfakes.

Table 7: Keywords and occurrences For deepfake detection (1/11/2024)

Keyword Occurrences Keyword Occurrences
deepfake detection 235 detection 20

deep learning 128 machine learning 20
deepfakes 88 computer vision 19
deepfake 131 information integrity 7

feature extraction 39 transformer 13
faces 36 artificial intelligence 16

forgery 33 detectors 7
face recognition 21 generalization 12

face forgery detection 59 fake news 11
visualization 14 data augmentation 10

generative adversarial networks 23 multimedia forensics 18
transformers 15 image forensics 11

face manipulation 21 feature fusion 12
training 12 attention mechanism 16

task analysis 10 contrastive learning 12

(Continued)
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Table 7 (continued)

Keyword Occurrences Keyword Occurrences
convolutional neural networks 16 databases 5

video forensics 25 forgery detection 12
convolutional neural network 18 neural networks 15

videos 9 deepfake video detection 25
cnn 21 self-supervised learning 6

frequency-domain analysis 8 robustness 7
gan 15 face forensics 9

vision transformer 19 media forensics 8
face swapping 5 transfer learning 12
face forgery 6 face manipulation detection 8

forensics 8 accuracy 5
cybersecurity 6 domain generalization 8

face swap 8 self-attention 5
audio deepfakes 7 convolutional neural network (cnn) 5

deep fake detection 7 deepfakes detection 8
metric learning 5 wavelet transform 5

adversarial attacks 6 deepfake dataset 5
optical flow 6 anti-spoofing 6

Additionally, machine learning models, modeling approaches, and detection techniques are commonly
referenced. In this context, generative adversarial networks (GANs) emerge as the most prevalent, followed
by transformers, artificial intelligence, neural networks, and convolutional neural networks (CNNs). Other
relevant techniques include the attention mechanism, contrastive learning, self-supervised learning, and
transfer learning.

Furthermore, several desired features of deepfake detection solutions are evident, including general-
ization, robustness, and accuracy. The importance of security is also reflected in the presence of keywords
such as cybersecurity, adversarial attacks, and anti-spoofing. Ethical concerns surrounding deepfakes are also
noticeable, with terms such as forgery, information integrity, and fake news appearing frequently.

Similarly, the significance of databases and deepfake datasets is evident from keywords like database
and deepfake dataset. Finally, various modeling techniques and analytical mechanisms are represented by
keywords such as task analysis, training, feature extraction, feature fusion, frequency-domain analysis, metric
learning, contrastive learning, wavelet transform, and optical flow.

5.1 Prominent Areas and Key Contributions
In this section, we discuss some of the prominent areas and key contributions to deepfake research. Prior

to that, a background on how these papers were selected is provided. First, we identified four themes based
on the visualization produced by VOSviewer of keywords in Fig. 10. This categorization of major themes is
presented in Fig. 12. In addition, we conducted a new search on WoS for each of these categories as provided
in Table 8. Note that the results in WoS are sensitive to plural, and hence, the plurals for deepfake have
also been included. Based on the above finding, we provide a discussion of the top-cited papers and top
contributions in this area based on published papers between 2021 and 2024.
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Figure 12: Four key themes based on the VOSviewer visualization

Table 8: Search queries conducted on WoS

No. Search query Results
1 detect OR detection OR detecting (Title) AND “deepfake” OR “deep fake” OR

“deep-fake” OR “deepfakes” OR “deep fakes” OR “deep-fakes” AND “face forgery”
OR “face-forgery” OR “face manipulation” OR “face-manipulation” (Title)

749

2 “feature extraction” OR “extract feature” OR “extract features” OR “extracting
feature” OR “extracting features” (Title) AND “deep fake” OR “deepfake” OR

“deepfake” (Topic: Abstract, Keywords, Title)

8

3 “face recognition” OR “recognize face” OR “recognize faces” OR “recognise face”
OR “recognise faces” (Title) AND “deep fake” OR “deepfake” OR “deep-fake”

(Topic: Abstract, Keywords, Title)

8

4 “deep fake” OR “deepfake” OR “deep-fake” OR “deep fakes” OR “deepfakes” OR
“deep-fakes” (Topic) AND “multimedia forensic” OR “multimedia forensics” OR
“video forensic” OR “video forensics” OR “image forensic” OR “image forensics”

(Title)

8

5.1.1 Deepfake Detection
In this section, we provide the top-cited articles on deepfake detection or face forgery detection, refer

to Table 9. From the search using the keywords “deepfake detection” OR “face forgery detection” OR “face
manipulation detection”, we obtained 49 results, which included review papers and technical articles. The top
three reviews in this category are presented below, followed by the top 15 technical papers (most cited) are
discussed. For each of the categories discussed, we present the motivation of these works and then provide a
summary of the main issues covered.

Deepfakes are of utmost concern due to the threat they pose to modern society [1]. These reviews have
highlighted some of the key factors driving the advancement of deepfake technology. The first [49] identifies
the technical advancement that led to the availability of deepfakes as the easy access to audio-visual content
on social media, the availability of modern machine learning tools and libraries, and open-source trained
models, coupled with the rapid development of deep learning. Particularly, the availability of generative
adversarial networks (GANs) has led to the proliferation of disinformation. The second [14] emphasizes the
threats of deepfakes to national security and confidentiality, and highlights that it is becoming difficult to
distinguish real and fake content with the naked eye, which can lead to several societal challenges, such as
deceiving public opinion or the use of doctored evidence in court. Similar to the previous study, the third [50]
also highlights the advancement of deep learning techniques, and the existence of large multimedia databases



176 Comput Mater Contin. 2025;84(1)

makes it much easier to manipulate or generate realistic facial images even by common people with malicious
intentions. The following is a summary of the top three reviews on deepfakes.

Table 9: Most cited papers on deepfake detection

Ref. Cited Title
[49] 73 Deepfakes generation and detection: state-of-the-art, open challenges,

countermeasures, and way forward
[51] 34 F2Trans: High-Frequency Fine-Grained Transformer for Face Forgery Detection
[52] 33 AVFakeNet: A unified end-to-end Dense Swin Transformer deep learning model for

audio-visual deepfakes detection
[53] 33 ISTVT: Interpretable Spatial-Temporal Video Transformer for Deepfake Detection
[54] 28 Masked Relation Learning for DeepFake Detection
[14] 28 Deepfake detection using deep learning methods: A systematic and comprehensive

review
[55] 26 Implicit Identity Driven Deepfake Face Swapping Detection
[56] 25 DeepFake detection algorithm based on improved vision transformer
[57] 22 Implicit Identity Leakage: The Stumbling Block to Improving Deepfake Detection

Generalization
[58] 22 ASVspoof 2021: Towards Spoofed and Deepfake Speech Detection in the Wild
[59] 21 AVoiD-DF: Audio-Visual Joint Learning for Detecting Deepfake
[60] 20 Dynamic Graph Learning with Content-guided Spatial-Frequency Relation

Reasoning for Deepfake Detection
[61] 18 Learning Features of Intra-Consistency and Inter-Diversity: Keys Toward

Generalizable Deepfake Detection
[50] 18 Deepfakes Generation and Detection: A Short Survey
[62] 16 FAMM: Facial Muscle Motions for Detecting Compressed Deepfake Videos Over

Social Networks
[63] 16 Artifacts-Disentangled Adversarial Learning for Deepfake Detection
[64] 16 FedForgery: Generalized Face Forgery Detection With Residual Federated Learning
[65] 15 DeepFake detection with multi-scale convolution and vision transformer

Considering the ease of access to content on social media, the availability of tools such as Keras or
TensorFlow, open-source trained models, and cheaper computing infrastructure, deep learning methods
have rapidly evolved. Generative adversarial networks (GANs) now make it possible to generate deepfake
media, which can be used to disseminate misinformation and facilitate other social vices, such as financial
fraud, hoaxes, and disruptions to government functioning. Thus, the work in [49] provides a compre-
hensive review of tools and ML approaches for deepfake generation and detection in audio and video,
covering manipulation methods, public datasets, performance standards, and results. In addition, it discusses
challenges and future directions.

The evolution of deep learning for solving various challenges in academia, industry, and healthcare
has been well utilized. However, it has also been used to pose threats to confidentiality, national security,
and other areas. Problems such as deepfakes, creating fake images, videos, and speech that are difficult to
distinguish from real ones, have become a significant menace. At times, even humans cannot differentiate
between false and authentic content, hence posing a serious threat to public opinion and court evidence.
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This motivates the work in [14], which assesses deepfake detection strategies using deep learning, catego-
rizing methods by application (video, image, audio, and hybrid multimedia detection). It provides insights
into deepfake generation, detection developments, weaknesses of existing methods, and areas for further
investigation, noting that CNNs are the most widely used approach.

Considering the advancements in deep learning techniques and the availability of large databases that
can be freely accessed, the layman can now generate or manipulate facial samples for different purposes
some of which are malicious. This motivates the work in [50], which provides an overview of deepfake and
face manipulation techniques and discusses identity swap, face reenactment, attribute manipulation, and
entire-face synthesis, along with current challenges and future research directions.

Apart from the above highly cited reviews on deepfake and face forgery detection, several top-cited
contributions to deepfake detection are provided in this section.

Although face forgery detectors have become popular and performed impressively well, they struggle
with the problem of generalization and robustness. To address these issues in face forgery detection, the
authors [51] propose a high-frequency fine-grained transformer network with two components: CDA, which
captures invariant manipulation patterns, and HWS, which filters out low-frequency components to focus
on high-frequency forgery cues. Experiments on benchmarks demonstrate the model’s robustness.

Existing methods for detecting deepfakes often focus on visual or audio modalities alone, with low
accuracy in multimodal approaches. To improve this, the authors in [52] propose a unified framework for
detecting manipulations in audio-visual streams of deepfake videos. The dense Swin transformer network
(AVFakeNet) shows robustness across varied illumination and ethnicity, with experiments confirming its
efficiency and generalization.

For robust deepfake detection, researchers explore joint spatial-temporal information, but these models
often lack interpretability. Thus, the authors in [53] propose an interpretable spatial-temporal video trans-
former (ISTVT) to capture spatial artifacts and temporal inconsistencies. Extensive experiments validate its
effectiveness and provide visualization-based insights.

Most deepfake detection approaches treat it as a binary classification task, ignoring relationships across
regions. This motivates the study in [54], which formulates detection as a graph classification problem, where
facial regions are vertices. To reduce redundancy, the authors use masked relation learning, achieving a 2%
improvement over state-of-the-art methods.

Face swapping is aimed at replacing the target face with the source face and generating a fake face
difficult for humans to tell whether it is fake or genuine. Thus, the authors in [55] aim to look at the problem
of face-swapping detection from the perspective of face identity. Thus, they propose an implicit identity-
driven framework, utilizing differences between explicit and implicit identities to detect fakes. This method
generalizes well against other solutions, as shown by experiments and visualizations.

CNNs can identify deepfakes but often suffer from overfitting and struggle to connect local and global
features, leading to misclassification. Thus, the authors in [56] propose an efficient vision transformer model
that combines CNN and patch-based positioning, showing improved generalization and performance,
accurately detecting 2313 out of 2500 fake videos.

Unexpected learned identity representations on images hinder the generalization of binary classifiers
for detection. This is the observation made by the authors in [57] who analyzed binary classifiers’ general-
ization performance in deepfake detection, finding that implicit identity leakage limits generalization. They
propose a method to reduce this effect, outperforming other methods in both in-dataset and cross-dataset
evaluations.
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Benchmarking is crucial in enabling meaningful comparisons of solutions to popular problems in
language and speech processing. Benchmark evaluations can demonstrate the transition from laboratory
conditions to scenarios observed in the real world. In this context, ASVspoof is a challenge focused on
spoofing and deepfake detection. The paper in [58] summarizes the ASVspoof 2021 challenge, presenting
the results of 54 participating teams that concentrated on deepfake and spoofing detection. The results show
robustness in countermeasures to logical access tasks and robustness for physical access tasks in real physical
spaces. Similarly, it was observed that detection generalization for deepfake target detection solutions for
manipulated compressed speech is resilient to compression effects but not generalizable across different
source datasets. The paper also reviews top-performing systems and challenges and provides a roadmap for
the future of ASVspoof development.

Prior research on deepfake detection mostly captures intra-modal artifacts, but real-world deepfakes
involve both audio and visual elements. Thus, the authors in [59] propose a joint audio-visual detection
method that leverages inconsistencies between modalities. For evaluation, the authors built a new benchmark
that focuses on more than one modality and can cover more forgery methods. The proposed method shows
a superior performance over other methods in experiments.

Existing face forgery methods using frequency-aware information combined with CNN lack adequate
information interaction with image content, thus limiting the generalizability. Hence, the work in [60] pro-
poses a spatial-frequency dynamic graph method to capture relation-aware features in spatial and temporal
domains via dynamic graph learning, achieving performance improvements over state-of-the-art methods.

Several deepfake detection approaches attempt to learn discriminative features between real and fake
faces using an end-to-end trained DNN. However, most of those works suffer from poor generalization
among different data sources, forgery methods, and post-processing operations. To address these general-
ization issues, the authors in [61] propose a transformer-based self-supervised learning method and data
augmentation strategy, enhancing the model’s ability to distinguish subtle differences in real and fake images.
Experiments validate its superior generalization ability on unseen forgery methods and untrained datasets.

Most detection methods do not perform detection sufficiently well on compressed videos, which are
common on social media uploads. Thus, the authors in [62] propose a facial muscle-motion framework
based on residual federated learning for face forgery detection. The proposed framework detects compressed
deepfake videos, demonstrating strong performance and resilience to compression effects. Also, results from
theoretical analysis show that compression does not affect facial muscle motion feature construction, and
differences in features exist between deepfake and real videos.

Effective extraction of forgery artifacts is crucial for deepfake detection. However, features extracted by
a supervised binary classifier often contain irrelevant information. Moreover, existing algorithms experience
performance degradation when there is a mismatch between training and testing datasets. Thus, the
study in [63] proposes an artifact-disentangled adversarial learning framework to isolate artifact features,
outperforming other methods on benchmark datasets.

Existing face forgery detection methods rely on publicly shared or centralized data for training,
overlooking privacy and security concerns when personal data cannot be shared in real-world scenarios.
Additionally, variations in artifact types can negatively impact detection accuracy due to differences in data
distribution. Thus, authors in [64] propose a federated learning model (FedForgery) that enhances detection
generalization across decentralized data without compromising privacy. Experiments were conducted on a
publicly available face forgery detection dataset, and the result proves the superiority of the performance of
the proposed Fedforgery.
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The authors in [65] note that while existing methods perform well on high-quality datasets, their
performance on low-quality and cross-validation datasets is often unsatisfactory. To address this, the
authors propose a new CNN-based method for deepfake detection. The proposed CNN-based model is
combined with a vision transformer for improved detection of deepfake artifacts at different scales, achieving
better detection performance across datasets of different quality levels and good generalization across
cross-datasets.

In summary, one of the primary challenges faced by face forgery detectors is achieving good gen-
eralization and robustness, despite their growing popularity. To address this, models capable of effective
generalization are essential. Many existing proposals tend to focus exclusively on either visual or audio
modalities, often neglecting the comprehensive detection of multimodal deepfakes, a task that presents
significant challenges. Another critical consideration is the need for interpretable deepfake detection models,
as many current approaches lack interpretability. Additionally, effective detection methods should account
for inter-relationships across regions in deepfakes to improve performance. Avoiding overfitting is also a
crucial aspect of designing robust deepfake detection algorithms and frameworks. In addition, the use of
advanced learning architectures to improve deepfake detection accuracy is another major aspect that needs
to be well considered. Given the prevalence of low-quality datasets and compressed videos on social media,
detection methods must perform reliably under such conditions. Effective extraction of forgery artifacts
is essential, and classification algorithms must demonstrate strong performance across diverse datasets for
successful deepfake detection. Moreover, many forgery detection methods rely heavily on publicly shared
or centralized data, raising significant security and privacy concerns. Variations in artifact types due to
data distribution further complicate detection accuracy. Finally, benchmarking and comparing solutions
to address common challenges in language and speech processing, especially those related to deepfakes,
is vital. Organizing competitions in this domain can help drive innovation and establish standardized
evaluation criteria.

5.1.2 Feature Extraction
Feature extraction plays a pivotal role in the detection of AI-generated media, especially in the context

of deepfakes and other forms of synthetic content. As generative models, such as DeepFake, DALL-E, and
various voice synthesis technologies, continue to advance, they produce hyper-realistic images, videos, and
audio that challenge traditional authentication and detection systems. Feature extraction techniques help
address these challenges by identifying unique patterns, artifacts, and inconsistencies that can distinguish
authentic content from manipulated or artificially generated media [66]. Effective feature extraction captures
critical details within the data that may not be visually or audibly apparent but are essential for classification
and detection. For example, in image-based deepfake detection, methods such as Error Level Analysis
(ELA) and Photo Response Non-Uniformity (PRNU) have been employed to highlight compression artifacts
or sensor noise patterns that differ between real and synthetic images. In audio deepfake detection, Mel
spectrograms and Gammatone spectrograms can reveal subtle frequency anomalies introduced during
synthetic generation, while advanced feature extraction through modified neural networks like ResNet
enhances the identification of these anomalies.

Furthermore, in the selected articles, we found that various cutting-edge feature extraction techniques
were designed to improve the robustness and accuracy of deepfake detection across media types. These
techniques leverage deep learning architectures, optimized spectrograms, and innovative neural network
structures to enhance the granularity and relevance of the extracted features, thus facilitating more precise
differentiation between real and manipulated content. For example, a study that uses Face-Swap Detection
with ELA and Convolutional Neural Network (CNN). A novel technique combines deep learning and error
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level analysis (ELA) to detect these manipulations. By identifying differences in image compression ratios
between the fake and original areas, the ELA method exposes counterfeit traces. A Convolutional Neural
Network (CNN) is trained to extract these counterfeit features and classify images as real or fake. This
approach offers significant advantages in terms of accuracy, efficiency, and computational cost reduction,
making it a powerful tool for detecting DeepFake-generated images [67]. The work in [68] introduces a novel
deep neural network architecture to extract robust lip features for speaker authentication, particularly in
the face of deepfake attacks. To mitigate the impact of static lip information and enhance the representation
of dynamic talking habits, the proposed model incorporates two innovative units: Diffblock and DRblock.
Experimental results on the GRID dataset demonstrate the effectiveness of the proposed approach, surpass-
ing state-of-the-art methods in both human and CG imposter scenarios. The proposed network incorporates
two innovative units: the Feature-level Difference block (Diffblock) and the Pixel-level Dynamic Response
block (DRblock). These units effectively mitigate the impact of static lip information and capture dynamic
talking habits. Experimental results using the GRID dataset demonstrate the superior performance of the
proposed method in accurately distinguishing between genuine and forged lip presentations, outperforming
state-of-the-art visual speaker authentication techniques. It is worth noting that recent years have witnessed
a surge in audio impersonation attacks, posing a significant threat to voice-based authentication systems and
speech recognition applications [66].

To counter the above-mentioned attacks, robust detection methods are imperative. This paper intro-
duces a novel approach to enhance front-end feature extraction for audio impersonation attack detection,
specifically focusing on the Hindi language. The proposed model leverages a combination of Gammatone
spectrogram, Mel spectrogram, and Ternary Pattern Audio Features (TPAF) spectrogram, followed by an
optimized ResNet27 for feature extraction. Subsequently, four different binary classifiers (XGboost, Random
Forest, K-Nearest Neighbors, and Naive Bayes) are employed to classify audio samples as genuine or
spoofed. The proposed method demonstrates superior performance, achieving a 0.9% Equal Error Rate
(EER) for impersonation attacks on the Voice Impersonation Corpus in Hindi Language (VIHL) dataset,
outperforming existing techniques [66].

Besides, reference [69] used Gammatone spectrograms and a ResNet27 model; this method detects
Hindi-language audio impersonation attacks with high accuracy, surpassing existing techniques in robust-
ness and accuracy. Reference [70] has improved a deep learning approach with multi-phase feature extraction
(including Gabor Filter and RN50MHA) that accurately detects deep fake images, achieving high detection
rates across various datasets. Another study has leveraged Photo Response Non-Uniformity (PRNU) and
Error Level Analysis (ELA), this method trains CNNs to differentiate photorealistic AI images from real
photos, achieving over 95% accuracy [71]. In addition, MSFRNet, a multi-scale feature extraction framework,
addresses feature omission and redundancy in detecting deep fake images, outperforming standard binary
classifiers through a multi-scale prediction network [72]. Another study uses Rotation-Invariant Local Binary
Pattern in Fog Computing (VRLBP), a secure fog computing protocol for rotation-invariant local binary
pattern (RI-LBP) feature extraction, enhances privacy in outsourced deepfake detection, achieving accuracy
close to RI-LBP with reduced computational overhead [73].

The advancement of generative models, including DeepFake, DALL-E, and various voice synthesis
technologies, has enabled the production of synthetic content with a level of realism that complicates con-
ventional authentication and detection efforts. Feature extraction techniques are essential for isolating subtle
artifacts, inconsistencies, and patterns, such as compression irregularities or sensor-specific noise, that serve
as distinguishing markers between authentic and manipulated content. Recent scholarly efforts underscore
the significance of developing advanced feature extraction methods tailored to diverse media modalities. In
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image-based deepfake detection, techniques such as Error Level Analysis (ELA) and Photo Response Non-
Uniformity (PRNU) have proven effective in highlighting compression artifacts and sensor noise anomalies.
Similarly, in audio-based detection, spectrogram-based approaches, including Mel and Gammatone spectro-
grams, integrated with advanced neural networks such as ResNet, have demonstrated efficacy in identifying
subtle frequency aberrations induced by synthetic generation. Innovative methodologies have further
enhanced the robustness and precision of deepfake detection. Notable examples include convolutional neural
networks (CNNs) trained with ELA, which effectively classify manipulated images based on compression
disparities, and multi-scale feature extraction frameworks like MSFRNet, which address feature omission
and redundancy to improve detection performance. Additionally, models employing novel components such
as Diffblock and DRblock for dynamic lip feature extraction have achieved superior accuracy in detecting
visual manipulations, while optimized spectrogram-based techniques have demonstrated high efficacy in
audio impersonation detection. Despite significant advancements, the persistent evolution of deepfake
technologies underscores the critical need for continued innovation in feature extraction methodologies.
The development of more sophisticated and computationally efficient techniques is imperative to maintain
detection accuracy and reliability in the face of increasingly sophisticated synthetic media. Such efforts are
vital for ensuring the integrity of authentication systems across diverse applications and domains.

5.1.3 Face Recognition
The rapid evolution of deep learning and generative models has significantly impacted fields such as

computer vision, natural language processing, and multimedia processing, introducing both groundbreaking
opportunities and complex challenges. One of the most contentious applications of these advancements is the
creation of deepfakes- highly realistic, AI-generated images, videos, or audio clips that convincingly replicate
the likeness of real individuals. Enabled by generative adversarial networks (GANs) and other sophisticated
deep learning algorithms, deepfakes are increasingly indistinguishable from authentic content and pose
serious implications for privacy, security, and ethical standards. Consequently, the field of deepfake detection
has gained immense attention in both academic research and industry applications, particularly as public
concerns over misuse and manipulation grow.

While many researchers have developed algorithms to identify deepfake content, current literature
reveals several persistent challenges in detection methods. Existing techniques often struggle with gen-
eralizability across diverse datasets, maintaining efficiency in computationally constrained environments,
and effectively handling nuanced presentation attacks like morphing and impersonation [74]. Additionally,
there are growing concerns about ethical implications, such as racial bias in face recognition systems, which
may be exacerbated by deepfake manipulations [75]. These issues underscore the need for advanced feature
extraction techniques, novel neural network architectures, and robust evaluation methodologies to improve
the accuracy, efficiency, and fairness of deepfake detection systems.

From novel applications of the Fisherface algorithm combined with Local Binary Pattern Histogram
(FF-LBPH) for image analysis [76] to the use of advanced contrastive learning frameworks for video detec-
tion, these studies illustrate the breadth of techniques being developed to tackle the deepfake problem [77].
Furthermore, research into the cognitive and neural responses to deepfake stimuli highlights new frontiers
in detection that leverage human perceptual differences [78], while analyses of racial bias in face recognition
APIs underscore the importance of ethical considerations in deploying detection systems. By systematically
summarizing and analyzing these diverse approaches, this review aims to provide a comprehensive overview
of the state of deepfake detection research, identify key trends and challenges, and suggest directions for
future investigation.
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Besides, recent breakthroughs in deep generative models have enabled the creation of highly realistic
fake faces, known as deepfakes. To combat this growing threat, this research paper explores the effectiveness
of various state-of-the-art loss functions commonly used in face recognition for deepfake detection. By
conducting extensive experiments on challenging deepfake datasets, the authors provide a comprehensive
evaluation of these loss functions and their generalization capabilities across different deepfake datasets.
The findings highlight the potential of face recognition-based approaches in accurately distinguishing
between real and fake faces, offering a promising avenue for robust deepfake detection [79]. Tariq et al. [80]
investigated the robustness of face recognition and verification APIs against deepfake impersonation attacks.
By subjecting these APIs to a series of controlled experiments using deepfake-generated celebrity faces, the
authors assess their ability to accurately identify real individuals from their fabricated counterparts. The
study highlights the potential vulnerabilities of these APIs to deepfake attacks and underscores the need for
robust security measures to mitigate such threats. Furthermore, the work in [81] proposes a novel deepfake
detection method combining Fisherface with Local Binary Pattern Histograms (FF-LBPH) and Deep Belief
Networks (DBN) with Restricted Boltzmann Machines (RBM). By leveraging the dimensionality reduction
capabilities of FF-LBPH and the powerful feature extraction of DBN-RBM, the proposed method aims to
accurately identify deepfake images from real ones. The effectiveness of the approach is evaluated on publicly
available datasets, demonstrating its potential to mitigate the risks associated with deepfake technology.

The rapid evolution of deep learning and generative models has enabled the creation of hyper-realistic
deepfakes that pose significant threats to privacy, security, and ethical standards, particularly in face recogni-
tion systems. Despite advances in detection algorithms, persistent challenges such as limited generalizability,
computational inefficiencies, and the complexity of detecting sophisticated attacks like impersonation and
morphing remain unresolved. Moreover, ethical concerns, including racial biases in face recognition systems,
amplify the need for equitable solutions. Recent breakthroughs, such as integrating Fisherface with Local
Binary Pattern Histograms (FF-LBPH) and Deep Belief Networks (DBN), have demonstrated promising
results in improving detection accuracy. Studies also reveal vulnerabilities in widely used face recognition
APIs, underscoring the urgent need for enhanced security measures. To combat the escalating risks posed by
deepfake technology, future research needs to prioritize innovative, fair, and robust methodologies that not
only advance technical performance but also address ethical implications, ensuring reliable and equitable
protection against these threats.

5.1.4 Deepfake Forensics
Forged images and videos have become widespread in the last few years due to the availability of

powerful and easy-to-use media editing tools. Moreover, to make matters worse, social media has provided a
convenient platform to share and spread these forged multimedia files or deepfake content easily. Multimedia
forensics focuses on analyzing digital multimedia content to produce evidence and detect deepfakes. The
following paragraphs discuss some of the top-cited articles on deepfake forensics. In this section, we provide
the top-cited review articles and technical contributions to deepfake forensics.

The authors in [82] emphasize image forgery problems, which include misleading public opinion
and the usage of doctored proof in court. In the paper, they present a comprehensive literature review of
image forensics techniques, focusing on deep-learning-based methods. Specifically, they discuss the image
forensics challenges including the detection of routine image manipulations, detection of intentional image
falsifications, camera identification, classification of computer graphics images, and detection of emerging
Deepfake images. They also provide a review of the available image databases and recent anti-forensic
methods, and finally, some proposals on a few effective ways to curb the spread of doctored images.
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Due to the rise of fake multimedia content that leads to many undesirable incidents, such as ruining
the image of a public figure, or criminal activities such as terrorist propaganda and cyberbullying, there is a
need for multimedia forensics. In this survey paper [83], the authors investigate the latest trends and deep
learning-based techniques used in the field of multimedia forensics, regarding deepfake detection. First, they
examine the manipulations of images and videos produced with editing tools, as well as the deep-learning
approaches to counter these attacks. Secondly, they discuss the challenges of source camera model and device
identification, including monitoring image and video sharing on social media. Thirdly, they present methods
to identify deepfakes by showing the existence of traces left in deepfake content. The commonly used metrics
and datasets are also discussed in this paper.

In this survey paper [84], the authors discuss the various approaches for tampering detection in
multimedia data using deep learning models. They provide a comprehensive list of tampering clues and the
commonly used deep learning architectures. They then discuss the available tampering detection methods,
including their strengths and weaknesses, by classifying them into deepfake detection methods, splice
tampering detection methods, and copy-move tampering detection methods. A detailed analysis of publicly
available benchmark datasets for malicious manipulation detection is also provided. Finally, they discuss
their findings, the research gaps, and the future direction of multimedia data tampering detection works.

In this digital era, images and videos have been edited with malicious intentions. Hence, the need for
effective defense instruments that are able to detect such alterations has increased. The advent of deep-
learning-based techniques has benefited both content manipulation (deepfakes) as well as provided effective
detection solutions. This work in [85] provides a comprehensive study on the evolution of the various
kinds of manipulations, as well as focuses on the diverse multimedia forensic techniques and approaches.
Some lessons learned and future research challenges are also presented, together with an analysis of the
solutions provided.

Apart from the above reviews on deepfake forensics, several technical papers have been identified as
being the most cited. The top four contributions of these papers are provided in what follows.

The authors in [86] highlight the lack of interpretability in the feature extraction and analysis processes
during the neural network model training phase. Hence, they propose an interpretable DeepFake video
detection method using facial textural disparities in multi-color channels. This includes using statistical
disparities of the real and fake frames in each color channel and a co-occurrence matrix in constructing a low-
dimensional set of features for detection. The proposed method, when evaluated on video and frame levels,
outperforms the benchmark methods. In particular, it performs better than the machine learning-based
detectors and is comparable to some of the deep learning-based detectors when used on FaceForensics++
and Celeb-DF datasets. The proposed method performs well in face compression attacks and is time-efficient
compared to some deep learning-based detection methods.

Due to the rise of multimedia manipulations, the authors in [87] focus on multimedia forensics, whereby
they present reliable methods for detecting manipulated images and source identification. In digital integrity,
the main techniques for forgery detection and localization, starting from methods that rely on camera-based
and format-based artifacts, are presented. The results of their proposed deep learning-based approaches
using challenging datasets and realistic scenarios are presented, showing robustness to adversarial attacks.
In identifying image and video source attribution, the device used for its acquisition is studied from different
viewpoints, including detecting the device function, the device’s make and model, as well as the use of a
specific device. Results of both exploited model-based and data-driven techniques solutions are presented
using standard datasets.



184 Comput Mater Contin. 2025;84(1)

Recently, Generative Adversarial Networks (GANs) have been misused to facilitate deceptive content
creation, including deepfakes, image tampering, and information hiding. Authors in [88] propose a detection
model that employs a spatial-frequency joint dual-stream convolutional neural network. They leverage
the learnable frequency-domain filtering kernels and frequency-domain networks to thoroughly learn and
extract frequency-domain features. These two sets of traits are then combined to identify GAN-created faces
effectively. The proposed model outperforms other recent methods when tested using various datasets, in
terms of detection accuracy on high-quality created datasets as well as generalization across datasets.

Many forged video detection works focus on exploring frame-level cues, thus lacking in investigating the
affluent temporal information, such as the spatiotemporal features. Thus, authors in [89] propose a Channel-
Wise Spatiotemporal Aggregation (CWSA) module to fuse deep features of continuous video frames without
any recurrent units. They crop the face region with some background remaining, which transforms the
learning objective from manipulations to the difference between pristine and manipulated pixels. Then, a
deep convolutional neural network (CNN) with skip connections that are conducive to the preservation of
detection-helpful low-level features is implemented to extract the frame-level features. The CWSA module
then decides by aggregating deep features of the frame sequence. Using FaceForensics++, Celeb-DF, and
DeepFake Detection Challenge Preview datasets, their proposed method outperforms other recent methods.

To reiterate, multimedia forensics focuses on analyzing digital multimedia content to produce evidence
and detect deepfakes. However, numerous challenges exist in conducting forensic analysis on voice, images,
and videos to determine their authenticity. In image forensics, key concerns include detecting routine
image manipulations, identifying intentional falsifications, camera identification, classifying computer-
generated images, and source attribution. The lack of interpretability due to the black-box nature of deep
learning models further complicates forensic analysis. To enhance interpretability, some researchers propose
leveraging facial textural disparities in multi-color channels, while others suggest detecting traces left
in deepfake content as evidence. More advanced techniques, such as spatial-frequency joint dual-stream
convolutional neural networks and spatiotemporal feature analysis, have also been introduced. Additionally,
a comprehensive list of tampering clues has been compiled to aid in the detection of fabricated multimedia
data. By addressing these challenges and refining existing techniques, the research community can enhance
the accuracy and reliability of multimedia forensics in detecting and analyzing manipulated content.

5.2 Insights, Limitations, and Way Forward
Significant advancements in artificial intelligence have led to the rise of deepfakes in modern society.

This has prompted the development of numerous solutions to detect deepfakes, given their societal impact,
including misinformation, the spread of fake news, political influence, decision-making challenges, mistrust,
and ethical concerns. Deepfakes also pose serious cybersecurity threats and raise issues related to fact-
checking, copyright, intellectual property, and fraud. For these reasons, mitigating deepfakes and improving
detection methods are of critical importance. However, there are limitations in detecting deepfakes-related
research, in particular the dataset used, which is among keywords with the highest number of occurrences
in our bibliometric study (refer to Table 6 for keywords data and dataset).

One of the biggest challenges in deepfake detection is the availability of diverse public datasets. Some
of the commonly used deepfakes datasets, namely FaceForensics++ (FF++), Deepfake Detection Challenge
(DFDC), Celeb-DF, Deepfake Detection (DFD), WildDeepfake, and DeeperForensics-1.0, lack diversity in
attributes within the datasets, which can hinder the development of robust and generalizable deepfake
detection models [9,84]. As such, in 2021, the Korean DeepFake Detection Dataset (KoDF) [90] was created
to address the underrepresentation of Asian subjects in existing deepfake datasets. However, it still does
not encompass the full diversity of Asian appearances. Such limitation needs to be addressed accordingly,
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as detection performance relies heavily on diverse datasets for training [91]. Besides insufficient diverse
public datasets, the quality and the size of the available datasets are another key challenge in developing
accurate models [9,10,49,92]. Such a situation leads to the inability of the models to effectively generalize
unseen data or in a real-world setting [10]. Important issues such as quality, fairness, and trust of deepfake
datasets (to overcome biased and imbalanced data) are also discussed in [9,92]. Evidently, larger and more
diverse datasets are required to represent a wider range of demographics to improve detection. By exploring
advanced data augmentation techniques, the size and diversity of the deepfake datasets can be increased. Data
cleaning is also important to improve data quality, which minimizes inconsistencies in data. By addressing
these dataset quality issues, the accuracy and reliability of the detection models can be improved, hence
combating the fabricated contents.

Deepfake detection requires robust algorithms, with AI playing a central role. Future research should
prioritize accuracy, accessibility of tools, ease of use, multi-modal support, and enhanced detection perfor-
mance. In addition to popular algorithms like multilayer neural networks CNNs, GANs, LSTM, and RNNs,
frameworks such as federated learning and transfer learning can be refined to boost detection capabilities.
Techniques, including ensemble learning, vision transformers, attention mechanisms, and decision trees,
can also be leveraged. Feature extraction is crucial, and exploring unique or multi-scale features can enhance
detection accuracy. Efficient algorithms capable of handling large datasets and the curation of high-quality
datasets are essential for advancing research in this area.

Additionally, beyond AI, blockchain technology offers a decentralized approach to verifying media
authenticity through tamper-proof public records [18]. Combining AI with blockchain could provide
robust solutions for detecting deepfakes and verifying authenticity with high confidence. Furthermore, the
study also highlights that fewer research papers address deepfakes in medicine, despite their significant
implications in medical imaging and decision-making. For instance, a fake X-ray could result in incorrect
medical advice. Similarly, more research is needed on the societal impacts of deepfakes, particularly in
criminology and law, where fake media presented as evidence could lead to erroneous judgments.

Finally, to combat AI-based disinformation and its threats to national security, countries must update
and modernize their laws and regulations. EU, the United Kingdom, the United States, China, Canada, and
Korea have introduced several initiatives to address these threats [93]. The DEEP FAKES Accountability
Act was introduced in 2019 by the US government and focuses on preventing the distribution of deepfakes
during an election. In the same year, China introduced laws mandating individuals and organizations to
disclose when they have used deepfake technology in videos and other media. In December 2024, the South
Korean AI Basic Act, aligned with the EU AI Act, was announced to provide rules for AI governance, which
include ethical AI usage [94]. South Korea was one of the first countries to invest in AI regulatory exploration,
due to its strong AI technological advancement. Apart from a modernized regulatory framework, the UK
government funds research into deepfake detection technologies as well as collaborating with industry and
academic institutions to develop best practices to detect and respond to deepfakes [93]. Many governments
around the world are beginning to acknowledge the importance of mitigating the potential risks associated
with AI advancement, with many having started proposing similar initiatives.

6 Exhaustive Search and Analysis
To fully comprehend the diverse work around deepfake research more, we conducted another Scopus

Search on 5/01/2025 using only the words deepfake OR deep fake OR deepfake OR deepfakes OR deep fakes OR
deepfakes, without artificial intelligence. The result was uploaded to VOSviewer with a minimum keyword
frequency of 5. Out of 8790 keywords, 512 met the minimum threshold, with 511 being fully connected
(used to generate Fig. 13). First, we listed out all 512 keywords and observed keywords with more than
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one variant. For example, the following keywords represent the same concept: convolution neural network,
convolution neural network (CNN), convolution neural networks, convolutional networks, convolutional neural
network, convolutional neural network (CNN), convolutional neural networks, convolutional neural network,
and convolutional neural networks (cnns). Based on the VOSviewer results, different keywords representing
the same concept may appear across multiple clusters and will be discussed within their respective contexts.
Second, many of these keywords indeed have a huge influence in the deepfake research area. Particularly, it
can be observed that deep learning is the most popularly deployed technique for detecting deepfakes, which
is also evident in Fig. 13. Also, keywords like deep learning (DL), deep learning algorithms, deep learning
methods, deep learning model, deep learning models, and deep learning techniques all have an aggregate
occurrence and link strength of 1732 and 4613, respectively, the highest in the entire dataset. This excludes
neural network-related keywords. Besides, the role of convolutional neural networks as well as GAN in
deepfake research is also evidently observed. Particularly, convolutional neural network-related keywords
have a total occurrence (frequency) of 399 and a link strength of 1049, while keywords related to GAN have
a total frequency of 370 and a link strength of 713. Other keywords with multiple variants include LSTM,
SVM, RNN, vision transformer, and Graph neural networks.

Figure 13: A comprehensive exposition of keywords on Deepfakes

Finally, VOSviewer tool was used to cluster the keywords. The results produced 13 clusters with their
associated keywords (refer to Figs. 13–16) that may be useful for readers to further explore deepfake research
areas. The full meanings of acronyms related to these clusters are provided in Table 10. To understand these
keywords better and their level of presence within the research landscape, the number of occurrences of
these keywords and their total link strength are provided for each cluster. The occurrences show the level of
presence of these terms in the deepfake research landscape, and the link strength shows how interconnected
they are with several other terms within the entire research landscape. These clusters and the exhaustive
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list show the diverse methods, implications, applications, concerns, requirements, challenges, models, tools,
datasets, and forms of deepfakes.

Figure 14: Clusters 1–3 from VOSviewer on keywords from Deepfakes
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Figure 15: Clusters 4–7 from VOSviewer on keywords from Deepfakes
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Figure 16: Clusters 8–13 from VOSviewer on keywords from Deepfakes
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Table 10: Acronyms and their meanings

Abbreviation Full meaning
ANN Artificial Neural Network
ASV Automatic Speaker Verification

ASVspoof ASV Spoofing and Countermeasures Challenge
BERT Bidirectional Encoder Representations from Transformers

BiLSTM Bidirectional Long Short-Term Memory
ChatGPT Chat Generative Pre-trained Transformer

CNN Convolutional Neural Network
CycleGAN Cycle Generative Adversarial Network
DCGAN Deep Convolutional Generative Adversarial Network
DCNN Deep Convolutional Neural Network
DFDC Deepfake Detection Challenge

DL Deep Learning
DNN Deep Neural Network
DRL Deep Reinforcement Learning
ELA Error Level Analysis
EEG Electroencephalogram
GAN Generative Adversarial Network
GNN Graph Neural Network
GRU Gated Recurrent Unit
HAN Hierarchical Attention Networks
HOG Histogram of Oriented Gradients
IoT Internet of Things

LIME Local Interpretable Model-agnostic Explanations
LSTM Long Short-Term Memory
MLP Multilayer Perceptron

MFCC Mel-frequency Cepstral Coefficients
ML Machine Learning

MTCNN Multi-task Cascaded Convolutional Neural Networks
NLP Natural Language Processing
PCA Principal Component Analysis

QR Code Quick Response Code
ResNet Residual (Neural) Network
RNN Recurrent Neural Network

RoBERTa Robustly Optimized BERT-Pretraining Approach
SHAP SHapley Additive exPlanations

StyleGAN Style-Based Generative Adversarial Network
SVM Support Vector Machine

Swin Transformer Shifted Window Transformer
TF-IDF Term Frequency-Inverse Document Frequency
U-Net Convolutional Network for Image Segmentation
VGG Visual Geometry Group

VGG-16 Visual Geometry Group 16-Layer Model

(Continued)
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Table 10 (continued)

Abbreviation Full meaning
VGG19 Visual Geometry Group 19-Layer Model

Word2Vec Word to Vector (a Word Embedding Model)
XAI Explainable Artificial Intelligence

XceptionNet Extreme Inception Network
XGBoost Extreme Gradient Boosting

YOLO You Only Look Once (Object Detection Algorithm)

From this extensive list in Figs. 14–16, a lot of insights can be derived. For instance, many of the
keywords in clusters 1, 2, 3, 4, and 8 relate to deepfakes detection for media in different formats and their
associated methods. Also, in clusters 5 and 7, many of the keywords are associated with misinformation and
forgery showing the importance of detecting misinformation, the issues of fake news and the importance
of its classification, the spread of rumours, sentiment analysis, the effect of deepfakes on social networking,
and media, the menace of fake media, and the impact of deepfake on journalism, the importance of
trust and verification of information to prevent deception due to the presence of deepfakes. Furthermore,
some of the keywords in clusters 5, 7, 9, 12, and 13 indicate the social aspects of deepfakes, such as
false information/misinformation, disinformation, online deception, social networks, and fake profiles. We
provide some highlights of the lessons that we have derived from them.

6.1 Cluster 1
Table 11 presents the keywords in Cluster 1, which span techniques, models, tools, and requirements

related to deepfake types, their generation, detection, and mitigation solutions. Notably, the versatility of
CNNs is evident in Fig. 17, where they are linked to various applications. On the left, CNNs are connected
to fake image detection, deepfake video analysis, image forensics, fake news, social media, and spoof detection.
Similarly, on the right subfigure, CNNs are associated with digital forensics, biometrics, cybersecurity, fake
image analysis, and spam review detection, among others.

Table 11: Keywords in Cluster 1 ordered by total link strength, i.e. Lk. Str. (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
cnn 708 226 convolutional

neural network
476 184

classification 330 106 transfer learning 329 104
generative
adversarial

network

226 130 data augmentation 141 72

ensemble learning 107 36 image processing 93 38
fake image
detection

73 25 image forgery 68 23

image forgery
detection

58 24 xception 60 20

forgery 52 16 image forensic 49 15

(Continued)
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Table 11 (continued)

Keyword Link strength Frequency Keyword Link strength Frequency
datasets 43 15 resnet50 43 17

digital image
forensics

38 16 fake face detection 38 18

survey 38 9 synthetic media 35 14
iot 34 10 splicing 31 7

vgg16 30 11 adversarial
learning

29 15

domain adaptation 28 14 alexnet 28 9
segmentation 28 11 fake currency 27 9

real image 25 6 artificial neural
network

24 8

remote sensing 23 9 vgg 21 5
synthetic image

detection
20 5 copy-move forgery 19 5

vgg-16 19 6 augmentation 18 8
face manipulation

detection
17 8 manipulation

detection
17 8

image
authentication

17 5 cyclegan 16 10

healthcare 16 6 style transfer 15 8
audio deepfakes 14 6 inception v3 14 5
signal processing 13 5 emotion

recognition
13 7

image-to-image
translation

12 6 deep convolutional
neural network

15 9

object detection 34 17 image
augmentation

10 5

semantic
segmentation

10 5 generalizability 9 5

pre-trained model 8 6 u-net 6 5

Several CNN models for deepfake detection, such as EfficientNetB0, VGG-16, DenseNet, MobileNetV2,
ResNet50, InceptionV3, and Xception [95], are observed within this cluster. Other CNN-based models,
including CycleGAN and AlexNet [96,97], are also present. Additionally, technologies fundamental to
deepfake creation, such as diffusion models [96] and generative adversarial networks (GANs), are part of
this cluster.

Classification is another prominent keyword, playing a crucial role in identifying fake news and
misinformation, as shown in Fig. 18. Similarly, transfer learning is essential for enhancing the adaptability
and generalization of deepfake detection solutions. The significance of data augmentation is highlighted by
its strong link strength within this cluster’s keyword corpus.
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Figure 17: Different variants of CNN representations in cluster 1

Figure 18: Classification (left) and transfer learning (right) in cluster 1

Ensemble learning also emerges as one of the most widely used techniques for deepfake detection.
Several studies [98–100] have explored ensemble models for this purpose. Furthermore, keywords related
to the generalizability of deepfake detection solutions, such as transfer learning and pre-trained models, are
notable. Image detection and forensic-related terms, including image forensics, image forgery detection, and
fake image detection, are also observed, with fake image detection and image forgery detection standing out
due to their high link strengths.

Finally, this cluster includes keywords representing application domains relevant to deepfake research,
such as digital image forensics, fake currency detection, remote sensing, image authentication, healthcare,
emotion recognition, and object detection.

6.2 Cluster 2
Table 12 presents the associated keywords for Cluster 2, organized based on their link strength and

frequency of occurrence. This cluster primarily includes deep learning models, with LSTM being the most
popular, as shown in Fig. 19. LSTM has been widely used for deepfake detection across various studies
[101–104] and is particularly effective in detecting misinformation, fake news, and deepfake videos.
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Table 12: Keywords in Cluster 2 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
lstm 532 143 svm 164 40

random forest 129 32 gans 127 48
recurrent neural

network
109 30 accuracy 87 26

convolution neural
network (cnn)

81 13 support vector
machine

82 25

tf-idf 80 19 long short-term
memory (lstm)

68 24

rumors 67 15 vision transformer 60 22
natural language
processing (nlp)

59 19 glove 60 14

word2vec 56 15 image
manipulation

54 20

deepfake video
detection

45 21 knn 45 10

tensorflow 45 10 graph neural
network

38 15

resnext 37 10 naive bayes 37 7
bidirectional lstm 34 8 yolo 32 12

fake videos 25 8 prediction 25 9
model training 25 5 deepfake video 24 11

ann 24 7 text analysis 23 7
xgboost 23 7 binary

classification
21 8

hog 21 6 inceptionresnetv2 21 6
gradient boosting 20 5 python 20 5

video analysis 20 5 xceptionnet 19 5
cnns 18 7 long short term

memory (lstm)
17 5

bangla fake news 17 5 celeb-df 17 5
mtcnn 17 6 dfdc 26 9

deep learning
algorithms

15 5 kaggle 15 5

imbalanced dataset 8 5
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Figure 19: Links for LSTM (left) and NLP (right) in cluster 2

Overall, Cluster 2 encompasses terms related to different forms of deepfakes and misinformation,
such as rumors, fake videos, and fake news, along with several deep learning algorithms employed for their
detection. For instance, CNN [101,103,105–107], RNN [101,103,105,107], InceptionResNetV2 [108], Xception-
Net [109], and Vision Transformer [106,110,111] can all be leveraged for various types of deepfake data.

Additionally, the presence of supervised learning algorithms, such as random forest and support vector
machines, highlights their relevance to deepfake detection, as illustrated in Fig. 20. Techniques related to
natural language processing, which are crucial for fake news detection, are also present in this cluster. These
include TF-IDF [112,113], Word2Vec [112,113], and GloVe [114–116].

Furthermore, algorithms for face detection, such as MTCNN [117–120], and techniques instrumental
in eye detection, such as the histogram of oriented gradients (HOG) [121], are also observed in this cluster.
Similarly, datasets and benchmarks for deepfake detection evaluation, including Celeb-DF, DFDC, and
FaceForensics++ [10,122,123], are present. Evaluation metrics, such as accuracy, are also included.

Figure 20: Links for random forest (left) and SVM (right) in cluster 2

The cluster further includes tools and frameworks essential for deepfake research, such as Python, Keras,
and TensorFlow, which are crucial for implementing and training AI models. Additionally, the presence of
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keywords related to fake news in languages like Bangla indicates the widespread impact of misinformation
resulting from deepfakes and underscores the need for deep-learning solutions to address this issue.

6.3 Cluster 3
Table 13 presents the associated keywords for Cluster 3, organized based on their link strength and

frequency of occurrence. Deepfake detection is a prominent focus in this cluster, as illustrated in Fig. 21 (left),
where it is linked to multiple keywords both within and outside the cluster. Notably, deepfake detection is
associated with CNNs, face forgery detection, contrastive learning, and generalization. Similarly, face forgery
detection is linked to contrastive learning within the cluster and to convolutional neural networks outside
the cluster.

Table 13: Keywords in Cluster 3 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
deepfake detection 577 294 face recognition 125 45

deep neural
networks

117 52 fake detection 76 25

face forgery
detection

71 40 dataset 62 19

contrastive
learning

41 21 generalization 41 16

feature selection 43 16 liveness detection 40 17
face anti-spoofing 40 22 fingerprint 40 14

self-attention 35 12 adversarial attack 35 22
adversarial

training
31 14 spoofing 31 10

convolution neural
network (cnn)

31 13 audio deepfake 30 11

presentation attack
detection

29 13 fine-tuning 27 9

anti-spoofing 26 20 faceswap 24 9
face liveness

detection
23 14 knowledge

distillation
22 9

adversarial
examples

21 11 self-supervised
learning

21 14

binary
classification

21 8 robustness 19 11

phishing attacks 19 7 cnn-lstm 18 9
face forensics 17 9 spoofing detection 17 7

domain
generalization

17 9 frequency domain 16 8

vgg19 15 5 triplet loss 14 6
few-shot learning 14 5 asvspoof 14 8

fake face 14 7 residual network 13 6

(Continued)
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Table 13 (continued)

Keyword Link strength Frequency Keyword Link strength Frequency
face forgery 13 5 audio deepfake

detection
13 13

interpretability 12 6 speech synthesis 12 8
information

security
11 6 phishing attacks 19 7

synthetic speech
detection

10 6 face spoofing
detection

10 6

fake audio
detection

8 7 automatic speaker
verification

8 6

fake speech
detection

8 7 fake speech 8 5

voice conversion 8 6 add challenge 7 5
two-stream

network
6 5

Figure 21: Links for deepfake detection (left) and face forgery detection (right) in cluster 3

This cluster also includes keywords related to various forms of deepfake detection, such as spoofing,
liveness detection, presentation attack detection, spoofing detection, audio deepfake detection, phishing attacks,
synthetic speech detection, fake speech detection, fake speech, fake audio detection, fake face, face forgery, and
speech synthesis. These keywords indicate a focus on deepfake detection across different modalities, including
audio, video, and facial images. For instance, techniques such as self-supervised learning have been used to
detect synthetic and imitated voices [124,125].

Several algorithms for deepfake detection appear in this cluster, including VGG19 and CNNs, as well
as datasets such as the Automatic Speaker Verification (ASV) Spoof dataset [126]. Additionally, face digital
manipulation techniques, such as FaceSwap, pose significant challenges for automated face recognition
systems. Potential countermeasures, such as face anti-spoofing, are also observed in this cluster. These
methods help prevent unauthorized access to facial recognition systems by detecting presentation attacks
that try to impersonate legitimate users [127].
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Furthermore, this cluster highlights techniques essential for deepfake detection, including triplet loss,
which is commonly used in face recognition [128–130]. Generalization is another key focus, with techniques
such as self-supervised learning and few-shot learning playing a crucial role, thus improving the robustness of
deepfake detection models [131–133].

Finally, the concepts of adversarial attacks and adversarial training underscore the presence of adver-
sarial techniques designed to evade deepfake detection systems [134].

6.4 Cluster 4
Table 14 presents the associated keywords for Cluster 4, organized based on their link strength and

frequency of occurrence. GAN is the most prominent keyword in this cluster, with a link strength of 264
and a frequency of 100. Additionally, the keywords deepfake, cybersecurity, and security have the highest
link strength. This cluster is primarily related to the techniques involved in deepfake generation, as well as
cybersecurity and the detection of various forms of cyberattacks and anomalies. GANs also play a crucial
role in cybersecurity research [135].

Table 14: Keywords in Cluster 4 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
gan 264 100 deep fake 205 77

security 169 60 cybersecurity 138 43
generative
adversarial

network (GAN)

72 34 anomaly detection 63 24

phishing 61 19 generator 58 18
cyber security 55 15 generative ai 51 19

social engineering 46 12 supervised
learning

46 15

unsupervised
learning

42 20 generative
adversarial

networks (GAN)

33 15

semi-supervised
learning

32 19 phishing detection 32 11

image generation 34 16 synthetic data 29 10
imbalanced data 27 9 information

retrieval
25 6

adversarial
machine learning

24 11 StyleGAN 22 8

impersonation 19 5 spoof detection 18 7
component 18 8 data security 18 5

classifier 17 6 phishing attack 16 5
indoor localization 15 6 generative model 15 7

radiology 14 5 android 12 5
convolutional

networks
12 5 cosine similarity 12 5

(Continued)
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Table 14 (continued)

Keyword Link strength Frequency Keyword Link strength Frequency
graph

convolutional
networks

12 6 privacy protection 12 5

watermarking 12 8 intrusion detection 9 6
conditional gan 9 5 zero-shot learning 9 5

image restoration 10 5 qr code 6 5

Fig. 22 illustrates the connections between GANs and cybersecurity. From this figure, it is evident
that GANs are central to deepfake research, particularly in the context of fake images, face manipulation,
and image forensics. Additionally, misinformation, fake news, and phishing detection are connected to
cybersecurity and deepfake-based scams, such as impersonation. Keywords such as phishing, social engi-
neering, and phishing attacks indicate various cybersecurity threats, while terms such as spoof detection, data
security, privacy protection, intrusion detection, and watermarking highlight techniques used to mitigate these
cybersecurity challenges.

Figure 22: Links for GAN (left) and cybersecurity detection (right) in cluster 4

Similarly, the presence of keywords like radiology and medical imaging provides insights into domains
where detecting fake images is critical. It is important to note that GANs are not only used for deepfake
generation but also play a significant role in deepfake detection and the classification of images as real or
fake [136–138].

Another notable issue in this cluster is the challenge of imbalanced data, which can negatively impact
deepfake detection performance. In particular, deepfake detection backbone models trained on biased or
imbalanced datasets may yield inaccurate detection results, leading to concerns about security, fairness, and
generalizability [139].

The concept of security in relation to deepfakes is a key focus of this cluster. As shown in Fig. 23 (left),
deepfake is directly linked to security, while Fig. 23 (right) shows security connected to other terms within
the cluster, such as privacy and biometrics.

Additionally, this cluster includes keywords related to artifact classification, such as graph net-
works [140,141] and cosine similarity, which can be used to measure inter-sample relationships [142].
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6.5 Cluster 5
Table 15 presents the associated keywords for Cluster 5, organized based on their link strength and

frequency of occurrence. The link strengths indicate that fake news and natural language processing (NLP),
particularly for detecting fake news, are highly prominent in this cluster. Additionally, the prevalence of fake
news during the COVID-19 pandemic and the widespread use of BERT models for fake news detection are
also significant themes. Numerous studies have utilized BERT for this purpose [143–147], with particular
emphasis on detecting COVID-19-related misinformation [148–150]. More broadly, NLP remains a well-
established approach for fake news detection [151].

Figure 23: Links for deepfake (left) and security (right) in cluster 4

Table 15: Keywords in Cluster 5 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
Fake News 1830 597 Natural Language

Processing
849 243

COVID-19 385 104 BERT 376 106
Twitter 246 63 Text Classification 258 77

Sentiment Analysis 236 75 Transformers 173 49
Deep Neural

Network
141 59 Word Embedding 124 36

Misinformation
Detection

70 21 Word Embeddings 68 22

Deep Learning
(DL)

60 25 Fake News
Classification

62 22

RoBERTa 54 16 Hate Speech 49 14
Stance Detection 47 17 Infodemic 45 13

Social Networking 41 8 Rumor 41 12
Explainable AI 40 13 Machine Learning

(ML)
38 12

(Continued)
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Table 15 (continued)

Keyword Link strength Frequency Keyword Link strength Frequency
Multimodal Fusion 34 11 Explainability 35 12
Capsule Network 30 13 Data Analysis 28 9
Arabic Language 28 8 Topic Modeling 27 9

Tweets 26 5 Opinion Mining 26 8
DistilBERT 25 6 Fake News

Identification
25 9

Bag of Words 24 5 False Information 24 7
SHAP 24 7 Visualization 24 6

Fake Account 22 5 Pre-trained Models 22 6
Sentiment 22 6 Pandemic 21 7

Hate Speech
Detection

20 5 Transformer
Models

19 5

Bangla 19 5 XAI 18 6
Linguistic Features 18 6 Active Learning 17 8

Cyberbullying 17 5

Fig. 24 illustrates the connections between fake news and natural language processing. The significance
of fake news in this cluster is evident from its strong links with multiple keywords, including false
information, infodemic, stance detection, sentiment analysis, data analysis, BERT, Twitter, RoBERTa, word
embeddings, and transformers. Additionally, fake news is linked to keywords from other clusters, such as
fact-checking, information disorder, deception detection, rumors, recurrent neural networks (RNNs), synthetic
media, CNNs, detection, ensemble learning, accuracy, support vector machines (SVMs), feature extraction,
attention mechanisms, cybersecurity, journalism, social networks, neural networks, fake news detection, disin-
formation, and text mining. This highlights the widespread concern over fake news and the extensive range
of machine learning-based methods proposed to address it.

Figure 24: Links for fake news (left) and natural language processing (right) in cluster 5
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Since natural language processing is strongly connected to fake news, they share numerous related
keywords, including sentiment analysis, transformers, word embeddings, BERT, and Twitter within the same
cluster. Additionally, keywords from other clusters, such as text mining, attention mechanisms, social media,
misinformation, disinformation, LSTMs, and CNNs, are also linked to NLP and fake news. Furthermore,
this cluster reveals the presence of research addressing fake news in different languages, such as Bangla and
Arabic, as well as the role of social media platforms like Twitter in its dissemination.

The prominence of BERT and research related to COVID-19 is further illustrated in Fig. 25. Notably,
keywords connected to COVID-19 include pandemic, text classification, sentiment analysis, Twitter, mis-
information detection, misinformation, and disinformation, reflecting the surge of research on identifying
misinformation during the pandemic. Other notable keywords in this cluster include hate speech, sentiment,
and cyberbullying, which may be linked to misinformation. In particular, deepfakes have been used as tools
for cyberbullying, resulting in social, educational, and psychological consequences [152].

Additionally, this cluster includes multimodal fusion, a technique that enhances fake news detec-
tion [153]. The presence of explainable artificial intelligence (XAI), along with explainability mechanisms
such as SHapley Additive exPlanations (SHAP) [154], suggests that XAI is widely utilized for misinformation
and deepfake detection [155,156]. Furthermore, pre-trained models such as RoBERTa and BERT [157] are
frequently used to detect the widespread dissemination of misinformation on social media platforms like
Twitter [158].

Figure 25: Links for BERT (left) and Covid-19 (right) in cluster 5

6.6 Cluster 6
Table 16 presents the associated keywords for Cluster 6, organized based on their link strength and

frequency of occurrence. At the core of this cluster, and the broader research landscape of deepfakes is deep
learning, as evident from Fig. 26 (left) and its high link strength of 4472. Similarly, neural networks, the
backbone of deep learning, are also prominent in this cluster, with a link strength of 209. An even more
dominant keyword than neural networks in this cluster is fake news detection, as shown in Fig. 26 (right).
Additionally, multimodal fake news detection is observable in this cluster, emerging as a recent research
hotspot [159–162].
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Table 16: Keywords in Cluster 6 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
Deep Learning 4472 1672 Fake News

Detection
1007 390

Neural Networks 209 74 Attention
Mechanism

146 57

Convolution
Neural Networks

81 244 Transformer 90 33

Rumor Detection 52 22 Feature Fusion 50 22
Internet of Things 51 20 Adversarial

Attacks
44 19

Fact Checking 43 14 Fraud Detection 38 14
Optimization 33 12 Multi-Modal 33 15

Knowledge Graph 32 10 Ensemble 24 9
Coronavirus 23 6 Genetic Algorithm 23 7

Class Imbalance 22 8 Graph Neural
Networks

22 12

Recommender
System

17 10 Reinforcement
Learning

16 11

Biometric 16 6 Multi-Modal
Fusion

16 5

Language Model 16 6 Recognition 15 6
Fake Information 15 6 Black-Box Attacks 15 6

Fingerprint
Liveness Detection

14 9 Mobile
Crowdsensing

14 5

Deep
Reinforcement

Learning

13 8 Deep Learning
Methods

12 6

Adversarial
Networks

12 5 Popularity
Prediction

12 5

Deep Learning
Technique

11 6 Identification 11 6

Collaborative
Filtering

10 5 Poisoning Attack 10 6

Deep Belief
Network

10 5 Cross-Domain 9 5

Shilling Attack 9 5 Attack Detection 7 6
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Figure 26: Links for fake news (left) and natural language processing (right) in cluster 6

Furthermore, attention mechanisms and transformers are among the most widely used deep learning-
based methods in deepfake research. This cluster includes various machine learning algorithms and
frameworks employed in the detection of deepfakes and fake news, such as adversarial networks, attention
mechanisms, convolution, convolutional neural networks (CNNs) [163], deep belief networks, deep learning,
deep learning methods [164,165], deep learning techniques [166], deep reinforcement learning, ensemble learn-
ing [167,168], feature fusion [165,169], graph neural networks [170], knowledge graphs, language models [171],
neural networks [164], optimization, reinforcement learning, and transformers [172,173].

Similarly, various types of attacks and security threats are evident in this cluster, including adver-
sarial attacks, black-box attacks, and poisoning attacks [174–177]. These attacks, particularly adversarial
and poisoning attacks are designed to prevent fake news detection models from correctly identifying
misinformation [174,177]. The cluster also includes mechanisms for attack identification and detection, as
indicated by keywords such as attack detection, fake news detection, fact-checking, liveness detection, fraud
detection, identification, recognition, and rumor detection, all of which contribute to identifying deepfakes
and fake news.

Researchers have also explored the integration of biometrics into deepfake detection [178]. Detecting
deepfake modifications in biometric images using neural networks and other technologies is crucial for
ensuring the security of biometric authentication systems [179]. Additionally, the presence of keywords
such as fingerprint liveness detection highlights an advanced method that differentiates real fingerprints from
artificial replicas, which pose a security threat to fingerprint-based biometric systems [180].

Other notable keywords in this cluster include collaborative filtering, recommendation systems, and
shilling attacks. Collaborative filtering (CF) is a widely used recommendation system technique that sug-
gests content based on users’ preferences. However, CF systems are vulnerable to shilling attacks (also
known as profile injection attacks), where attackers alter recommendation results by injecting fake user
profiles [181,182].

Additionally, ensemble learning and genetic algorithms appear in this cluster, as both methods can
be deployed for detecting fake imagery [183]. Another critical challenge identified in this cluster is class
imbalance, which must be carefully addressed to ensure datasets are balanced and free from bias. A well-
balanced dataset is essential for creating a fair training environment, preventing deepfake detection models
from producing inaccurate results [184].
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6.7 Cluster 7
Table 17 presents the associated keywords for Cluster 7, organized based on their link strength and

frequency of occurrence. The most prominent keywords in this cluster include deepfake, artificial intelligence,
misinformation, computer vision, detection, neural networks, and blockchain. Fig. 27 (left) illustrates the
connections between deepfake and various keywords both within and outside its cluster. Within its own
cluster, deepfake is linked to terms such as misinformation, artificial intelligence, manipulation, detection,
authentication, authenticity, and fake media. Outside the cluster, it is connected to keywords from other
clusters, including CNN, digital forensics, forgery detection, fake image detection, cybersecurity, LSTM, and
GAN, among others.

Table 17: Keywords in Cluster 7 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
Deepfake 870 362 Artificial

Intelligence
589 196

Misinformation 451 125 Computer Vision 219 74
Detection 209 71 Neural Network 184 60

Deep Fakes 130 51 Blockchain 110 40
Multimodal 93 34 Forensics 86 25

Authentication 55 21 Fake 57 21
Image 51 14 Autoencoders 44 14

Manipulation 40 11 Generative Models 37 16
News 34 9 Journalism 29 9

Benchmark 29 7 Video 28 9
Cheapfakes 26 6 Trust 25 9
Authenticity 23 10 Verification 23 6
Fake Video 23 9 Video

Manipulation
18 8

Hoax 18 5 Technology 17 5
Audio 16 8 Smart Contracts 16 5

Attacks 15 7 Synthetic Speech 15 6
Fake Media 14 6 Media 14 6
Deception 13 9 Post-Truth 12 5

Facial
Manipulation

9 6 Metaverse 11 5
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Figure 27: Links for deep fake (left) and artificial intelligence (right) in cluster 7

Similarly, artificial intelligence is linked to deepfake as well as to other terms within its cluster, such as
journalism, authentication, misinformation, disinformation, detection, blockchain, and forensics. Additionally,
it is connected to keywords from other clusters, including CNN, LSTM, fake news, natural language
processing, COVID-19, generative AI, and face recognition. These connections highlight the extensive role of
artificial intelligence in deepfake detection research.

Fig. 28 illustrates the connections associated with misinformation and computer vision. As shown in the
left side of the figure, misinformation is linked to cheapfakes, news, disinformation, deepfakes, and artificial
intelligence within its cluster. Additionally, it is connected to fact-checking, fake news, rumors, social media,
Twitter, COVID-19, machine learning, BERT, natural language processing, transformer, LSTM, classification,
and deepfake detection. These linked keywords highlight various ways misinformation can spread and the
methods used to detect it. In the right side of the figure, computer vision is closely linked to face recognition,
digital forensics, fake news, misinformation, and various machine learning-related terms, including deep
learning, artificial intelligence, natural language processing, transfer learning, and machine learning. The
keyword benchmark is also featured in this cluster, emphasizing the importance of standardized benchmarks
in deepfake detection research for ensuring fair performance comparisons and accurate results [185].

Several keywords in this cluster reflect concerns regarding deepfakes and their various forms, including
deepfake, fake video, video manipulation, facial manipulation, fake media, and cheapfakes. These different
forms of deepfakes span multiple modalities, including video, image, audio, and synthetic speech. Additionally,
some keywords highlight the potential consequences of deepfakes, such as attacks, deception, disinformation,
misinformation, hoaxes, post-truth, and trust.

This cluster also includes keywords that indicate the areas most vulnerable to deepfakes, such as media,
journalism, news, and the metaverse. Furthermore, various technical tools used for both the generation and
detection of deepfakes are present in this cluster, including artificial intelligence, neural networks, generative
models, autoencoders, and computer vision. Generative models, particularly generative adversarial networks
(GANs), are widely used for deepfake generation [186]. However, they have also been employed for detecting
deepfakes, particularly in cases involving social media images and voice manipulation [186,187].
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Figure 28: Links for misinformation (left) and computer vision (right) in cluster 7

Finally, keywords such as blockchain and smart contracts are associated with the security aspects of
deepfake research. These technologies play a crucial role in ensuring authentication and trust, offering
potential solutions for addressing deepfake-related concerns.

6.8 Cluster 8
Table 18 presents the associated keywords for Cluster 8, organized based on their link strength and

frequency of occurrence. The most predominant keywords in this cluster are deepfakes, generative adversarial
networks (GANs), image forensics, and digital forensics, as indicated by their link strength and frequency. This
prominence is also evident in Figs. 29 and 30. Among these, generative adversarial networks have the highest
link strength in this cluster. GANs are connected to digital forensics and autoencoders within the cluster, while
they are linked to adversarial training, semi-supervised learning, convolutional neural networks (CNNs), and
the attention mechanism in other clusters.

Table 18: Keywords in Cluster 8 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
Deepfakes 407 154 Generative

Adversarial
Networks

306 156

Convolutional
Neural Networks

244 81 Image Forensics 134 56

Digital Forensics 133 40 Face Manipulation 105 29
Forgery Detection 90 34 Fake Images 70 22

Deep Fake
Detection

59 27 Attention 58 20

Video Forensics 47 22 Optical Flow 30 12
Image Synthesis 31 13 Face Swapping 32 11
Deepfake Videos 28 14 EfficientNet 28 10

(Continued)
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Table 18 (continued)

Keyword Link strength Frequency Keyword Link strength Frequency
Social Media

Platforms
24 9 Deepfake

Generation
45 9

News
Classification

17 5 Deep
Convolutional

Neural Networks

20 12

Fusion 19 5 Video Forgery 20 5
Classification
Algorithms

16 7 Hierarchical
Attention
Networks

15 6

Synthetic Images 15 5 Image Recognition 15 5
Super Resolution 14 6 Bidirectional

Encoder
Representations

14 5

Auto-Encoder 13 5 Swin Transformer 13 5
Image

Reconstruction
12 6 Texture 12 5

Image Splicing 11 5 Detection
Techniques

10 6

Digital Media
Forensics

9 6 Semi-Supervised 9 5

Video Forgery
Detection

8 6 Deep Generative
Model

8 6

GANs serve multiple roles in deepfake generation and digital forensics. They can enhance image and
video quality, generate synthetic data, and create realistic deepfakes. In digital forensics, GANs contribute to
improving machine learning algorithms, making them more robust in scenarios where specialized training
data is lacking or prior knowledge about attacks is unavailable. Specifically, GANs can be used to augment
existing datasets with synthetic samples, enhancing the generalizability of forensic classifiers [188].

Figure 29: Links for deep fake (left) and generative adversarial networks (right) in cluster 8
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Figure 30: Links for image forensics (left) and digital forensics (right) in cluster 8

The process of deepfake creation involves the use of neural network architectures such as autoencoders
and GANs, which learn and replicate facial features and expressions. Once trained, these models facilitate
face swapping, blending, and post-processing, resulting in highly realistic deepfakes [189]. Additionally, deep
generative models, when combined with deep neural networks, have been extensively used for generating
deepfakes [190].

Several algorithms used in deepfake detection are also highlighted in this cluster, including Efficient-
Nets [191,192], convolutional neural networks [193], and bidirectional encoder representations for fake news
detection [194] or news classification. Furthermore, hierarchical attention networks have been employed for
multimodal detection in social networks and social media platforms [195].

Beyond deepfake generation and its associated processes, this cluster includes numerous keywords
related to deepfake detection and forensics. These include deepfake detection, detection techniques, forgery
detection, image forensics, image recognition, video forensics, video forgery detection, digital forensics, and
digital media forensics. Various techniques and algorithms for deepfake detection are also present in this
cluster, such as fusion [123], texture analysis [196], optical flow and optical flow CNN [197,198], and the Swin
Transformer [52].

Additionally, several keywords in this cluster pertain to image manipulation, including face manip-
ulation and various techniques for altering visual content, such as splicing, image splicing, and face
swapping [199]. The growing concern over deepfakes in social media is also evident in this cluster, as indicated
by the presence of keywords such as social media platforms, fake images, face swapping, and face manipulation.

6.9 Cluster 9
Table 19 presents the keywords associated with Cluster 9, organized based on their link strength and

frequency of occurrence. Machine learning is the most prominent keyword in this cluster, with a link strength
of 1794 and a frequency of 562. Its presence is also illustrated in Fig. 31 (left).
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Table 19: Keywords in Cluster 9 ordered by total link strength (descending)

Keyword Link strength Frequency Keyword Link strength Frequency
Machine
learning

1794 562 Social networks 112 33

AI 98 29 Text mining 89 20
Fake review

detection
55 25 Data mining 56 17

Feature
engineering

39 12 Fake review 37 13

Clickbait 34 9 Large language
models

30 10

Cybercrime 29 9 Artificial
Intelligence

(AI)

26 10

Fake accounts 24 7 Data science 24 5
Social media

analysis
22 7 Deep-Fake 21 9

Emotions 19 7 Arabic fake
news

16 7

ChatGPT 16 8 Ethics 16 7
Internet 12 5 Contextualized

text
representations

13 5

Opinion spam 10 6 – – –

Figure 31: Links for machine learning (left) and text mining (right) in cluster 9
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Within the cluster, machine learning is closely connected to keywords such as data mining, text mining,
feature engineering, social networks, fake review, fake review detection, and AI. These keywords highlight the
applications of machine learning in social network analysis, text and data mining, and fake review detection.
Notably, feature engineering plays a crucial role in performing sentiment analysis on social media text, as
demonstrated in the Twitter use case reported in [200]. In particular, sentiment analysis is essential for
determining the emotional tone of text [201].

Furthermore, machine learning is utilized for distinguishing machine-generated (or deepfake) text from
human-generated text, as well as for detecting social media spam [202,203]. Beyond its cluster, machine
learning is linked to a wide range of keywords, including IoT, phishing attack, cybersecurity, big data, fraud
detection, misinformation, social media, infodemics, sentiment analysis, BERT, Twitter, Transformer, word
embedding, BiLSTM, rumor, word2vec, LSTM, feature extraction, accuracy, SVM, random forest, logistic
regression, ensemble learning, fake currency, dataset, image processing, digital forensics, authentication,
cybersecurity, anomaly detection, supervised learning, phishing detection, and spam. These keywords indi-
cate various applications of machine learning in deepfake research, different machine learning algorithms,
in addressing social challenges such as cybersecurity threats.

Overall, this cluster primarily focuses on the deployment of machine learning and data science
techniques for detecting fake news, fake reviews, cybercrime, opinion spam, fake accounts, and other forms
of manipulation and attacks on social media. Given the internet’s critical role in the spread of fake news,
deepfakes, and cybercrime, social media analysis remains a significant research area. Additionally, the
application of text mining in fake news detection is evident in this cluster, as illustrated in Fig. 31. Keywords
such as AI, feature engineering, and clickbait further highlight the role of artificial intelligence in detecting
misleading content, as exemplified in [204].

6.10 Cluster 10
Table 20 presents the associated keywords for clusters 10–13, organized based on their link strength

and frequency of occurrence. In cluster 10, Recurrent Neural Networks (RNN) and Long Short-Term Memory
(LSTM) emerge as predominant keywords, as illustrated in Fig. 32.

Table 20: Keywords in Cluster 10–13 ordered by total link strength (descending)

Cluster Cluster Keywords Statistics Cluster Keywords Statistics

Keyword Link strength Frequency Keyword Link strength Frequency

10

RNN 183 43 Long
short-term

memory

103 30

Long short
term

memory

49 11 Recurrent
neural

networks

49 16

Fake reviews 89 30 Gated
recurrent

unit

56 14

Spam 55 11 Spam
reviews

35 7

(Continued)
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Table 20 (continued)

Cluster Cluster Keywords Statistics Cluster Keywords Statistics

Keyword Link strength Frequency Keyword Link strength Frequency
Spam review

detection
29 5 PCA 25 6

Features 23 9 Credibility 16 6
Semantics 11 5

11

Feature
extraction

206 61 bi-LSTM 102 27

Image
classification

63 23 Social
network

42 18

Pre-
processing

39 13 Spoof
attacks

28 9

Dcgan 26 13 Representation
learning

25 12

Twitter data 21 5 Fasttext 19 5
Multimodal

learning
18 7 Iris

recognition
18 6

Hybrid
model

17 5 Vision
transformers

13 6

DCNN 11 5 Fingerprint
recognition

10 6

12

Social media 691 222 Fact-
checking

74 20

Social
network
analysis

50 16 Bot
detection

27 8

Audio
forensics

25 12 Fake content 23 9

Deception
detection

20 8 fake profile 15 8

Information
disorder

14 5 hybrid
approach

13 5

Fake faces 12 5
Biometrics 91 28 big data 48 17

13 Privacy 35 12 federated
learning

32 14

Face 32 9 algorithms 29 7
Privacy-

preserving
25 8 fair 21 5

Gesture 20 6
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Figure 32: Links for recurrent neural networks (top) and long short term memory in cluster 10

Spam reviews, which pose a significant threat to e-commerce platforms by misleading consumers into
poor decisions, necessitate the use of deep learning models for spam detection. Notably, models such as
LSTM and GRU, particularly when hybridized, as demonstrated in [205], are effective in detecting spam
reviews. Similarly, these deep learning models, including LSTM and RNN, can be leveraged for spam email
classification [206]. Furthermore, RNN and LSTM are valuable for sentiment analysis, which is crucial in
identifying fake or spam reviews [201].

To apply these models effectively for spam detection, capturing semantic meaning and contextual infor-
mation is essential, as demonstrated for SMS messages in [207]. Additionally, feature extraction techniques
are required to represent messages effectively before deploying classifiers [208]. Feature dimensionality
reduction also plays a critical role in identifying the minimal optimal set of features necessary for spam email
detection. In this regard, Principal Component Analysis (PCA) is among the key feature selection techniques
used in this domain [209]. Thus, the deployment of these algorithms is instrumental in filtering and ensuring
credible reviews.

6.11 Cluster 11
Table 20 also presents the associated keywords for cluster 11, organized based on their link strength and

frequency of occurrence. In this cluster, feature extraction and Bi-LSTM exhibit the highest link strength.
Notably, feature extraction is closely linked with pre-processing within its cluster, as illustrated in Fig. 33.
Feature extraction is a fundamental pre-processing technique essential for deepfake detection. Beyond its
cluster, it is also associated with keywords such as attention mechanism, indicating the role of attention
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mechanisms in deepfake research involving feature extraction. Additionally, feature extraction is connected
to classification, social media, social networking, fake news, and fake news detection, further highlighting its
significance in identifying deepfakes and misinformation.

Figure 33: Links for feature extraction (left) and bi-long short term memory in cluster 11

Another predominant keyword in this cluster, as shown in Fig. 33, is Bi-LSTM, which is linked to LSTM,
CNN, GRU, natural language processing, sentiment analysis, fake news, and social media. This indicates that
Bi-LSTM and other deep learning algorithms play a crucial role in sentiment analysis and the detection
of fake news and misinformation on social media. Moreover, Bi-LSTM is a deep learning model useful
for detecting deepfakes [101] and can also serve as a classifier in multimodal biometric systems, providing
protection against spoofing attacks [210].

The keywords in cluster 11 underscore the importance of feature extraction in deepfake research. Several
models used for feature extraction, such as the Swin Transformer, have been identified as effective deep
learning models for multi-modal deepfake detection [52]. Additionally, vision transformers can be employed
for the classification of extracted features, particularly in face recognition [211]. Similarly, Twitter data, which
often includes both text and images, necessitates multimodal approaches for detecting fake tweets [212].

Another noteworthy model, DCGAN, is a combination of GAN and CNN that is used to generate high-
quality photorealistic images. It also has applications in face recognition and advancements in biometric
system authentication [213]. Additionally, DCGAN, as a deep learning model, can be deployed for detecting
deepfakes, particularly for voice recognition [214].

Deep CNNs play a crucial role in multimedia deepfake detection by analyzing facial features, speech
patterns, and contextual information to identify manipulated videos [215]. Similarly, models such as FastText
are useful for sentiment analysis, enabling the classification of text on social media platforms such as
Twitter [216,217].

In the domain of biometric security, iris recognition-based systems are susceptible to breaches such
as spoof attacks [218,219]. Therefore, anti-spoofing mechanisms are essential to determine whether an iris
trait is genuine or fake. The adoption of machine learning has significantly improved spoof detection, as
models can learn from training samples to assess the liveliness of an image [220]. The process of building
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such models involves pre-processing, feature extraction, and a classifier. Generally, deep learning plays a vital
role in iris recognition [221], and efficient pre-processing enhances prediction accuracy in iris recognition
applications [220].

6.12 Cluster 12
The keywords in cluster 12 are organized based on their link strength and frequency of occurrence, as

shown in Table 20. The most prominent keyword in this cluster is social media, with a link strength of 691,
due to its strong interconnections with several keywords across other clusters as shown in Fig. 34 (left). For
instance, social media is linked to fact-checking, multi-modal, disinformation, misinformation, attention, AI,
feature extraction, classification, fake news, BERT, transformers, Twitter, NLP, BI-LSTM, text classification, and
COVID-19. This highlights the various processes, algorithms, and concerns associated with the intersection
of deepfakes and social media.

Figure 34: Links for social media (left) and fact-checking in cluster 12

Other keywords in this cluster include deception detection, information disorder, fake faces, fake profiles,
fake content, fact-checking, and social network analysis, all of which relate to the presence and detection
of deepfakes on social media. Similarly, keywords such as audio forensics pertain to detecting deepfakes,
including manipulated audio content that may be uploaded to social media platforms.

Detecting multimodal deepfakes requires robust solutions, often necessitating hybrid approaches.
Additionally, deep learning algorithms play a crucial role in detecting social bots within online social
networks [222].

Another prominent keyword in cluster 12 is fact-checking, which is closely linked to misinformation,
disinformation, fake news, and deep learning as shown in Fig. 34 (right). This connection underscores
the importance of deep learning techniques in fact-checking, helping to prevent the spread of false or
misleading information.

6.13 Cluster 13
The keywords in cluster 13 are organized based on their link strength and frequency of occurrence,

as shown in Table 20. The most prominent keyword in this cluster is biometrics. As illustrated in Fig. 35,
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biometrics is linked to gesture, face, algorithms, and security within the same cluster. Additionally, it is
connected to keywords from other clusters, such as fingerprint, liveliness detection, spoofing, authentication,
deep learning, and CNN.

Figure 35: Links for biometrics (left) and big data in cluster 13

Other notable keywords in this cluster include democracy, fair, federated learning, privacy, and privacy-
preserving. Notably, some of these keywords highlight the social implications of deepfake prevalence,
particularly privacy, privacy-preserving, democracy, and fairness. Similarly, several technological keywords
are associated with deepfakes, including algorithms, which are essential for deepfake detection, and big data,
as large datasets are often required to evaluate the effectiveness of deepfake detection models.

One approach to achieving privacy preservation in deepfake research is through federated learning [223]
which can be used to create a secure training strategy that protects local data privacy [224]. This concept
and the discussed keywords show the intersection between deepfake research, security and ethics in the
modern society.

6.14 Summary, Trends, Challenges, and Recommendations Based on the Review
Deepfake detection, generation, and their social implications constitute a large portion of the technical

discussion of deepfakes in literature. This technical discussion involves audio, video, and textual deepfakes
as well as multi-modal deepfakes. Particularly, deep learning, neural network, and their associated methods
are most prominent in deepfake detection. Also, the area of computer vision is one of the most relevant
areas to deepfake research. For a deepfake generation, the use of generative adversarial networks and their
architectural variants is also prominent. Convolutional neural network is one of the most popular algorithms
used for deepfake detection and classification. Similarly, domain adaptation methods, emotion recognition,
gated recurrent units, contrastive learning, EfficientNet, the Triplet Loss approach, XGBoost, autoencoders,
and attention mechanisms are all techniques used in deepfake detection, each contributing from different
technical perspectives.
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The process of deepfake detection and improving detection methods requires comprehensive datasets,
proper feature extraction, data augmentation, big data processing, addressing data and class imbalance,
and model fine-tuning. Similarly, proper segmentation, classification, and change detection are all required
for deepfake detection. Technical Requirements of deepfake models that are desired include transferability,
explainability, generalization, improved dataset utilization and data analysis, robustness, efficient prepro-
cessing, efficient text mining, and accuracy. Proper benchmarking is also required for high-quality results.

Deepfake has a lot of implications as keywords such as fake media, fake account(s), fake content,
fake currency, fake face, fake image, fake information, fake news, fake profile, fake account, fake reviews,
fake speech, fake video, false information, impersonation, information disorder, cybercrime all indicate the
negative implications of deepfakes which needs to be urgently addressed. Other concerns about deepfakes
span across privacy, journalism, its impact on emotions, security, hate speech, cybersecurity, cyberbullying,
the credibility of information, the authenticity of information, trust, presence of click baits, bot detection,
spam messages, and fake currency. All these represent concerns that need to be addressed especially with the
prevalence of deepfakes.

Deepfake challenges in investigation and forensics all require the improvement of deepfake detection
solutions, cross-disciplinary efforts as well as advancements in computer vision and artificial intelligence.
Such advancements should involve advanced model architectures such as transformers, multitask and multi-
modal learning, pre-trained architectures, federated learning, zero-shot and meta-learning improvements in
explainable AI, semi-supervised learning, and deep learning architectures. Also, fusion methods, leveraging
hybrid solutions, feature engineering, and feature extraction methods (e.g., bag of words and NLP model)
are all vital.

Technical Models peculiar to deepfake research (such as deepfake detection and image
recognition) include: ANN, CNN, Deep DCNN, ResNet/ResNet50/ResNext, VGG/VGG16/VGG19
EfficientNet/EfficientNetB0, Xception/XceptionNet, Inception V3/InceptionResNetV2, Recurrent Neural
Networks (RNN), LSTM/Gated Recurrent Unit (GRU), BiLSTM, Multilayer Perceptron (MLP), Transformer
Models/Transformers.

Emerging trends in deepfake research and challenges include the following:
• Cheapfakes: These are low-cost fake media that are easy to create and are gaining attention due to

their accessibility.
• Edge Computing: Leveraging edge computing to provide decentralized and efficient computational

facilities for running deepfake detection models.
• IoT and Deepfake Research: Exploring the intersection between the Internet of Things (IoT) and

deepfake research, such as IoT-based security systems to mitigate deepfake threats.
• Detection evasion: Addressing attacks like black-box attacks that aim to evade deepfake image detec-

tion models.
• Social Media Bot Detection: Enhancing bot detection techniques on social media platforms using AI-

driven approaches.
• Resource-Constrained Environments: Tackling the challenges of detecting and managing deepfakes in

environments with limited computational resources.
• Application-Specific Solutions: Developing targeted solutions for specific applications, such as detecting

deepfakes in medical images, including radiographic imaging.
• Implications for the Metaverse: Investigating how the rise of the metaverse could escalate deepfake

challenges if these issues are not adequately addressed.
• Social Media Misinformation: Reducing the impact of deepfakes and fake information on widely

available social media platforms.
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• Fake Reviews: Addressing fraud stemming from fake reviews on social media platforms, which poses a
significant concern for consumers and businesses alike.
Recommendations for addressing the challenges posed by deepfakes include the following:

• Dataset Availability: Improving the availability of high-quality deepfake datasets for research purposes
across all modalities, including text, audio, and video.

• Detection Tools: Developing and distributing tools capable of detecting deepfakes with a high level of
accuracy, including leveraging freely available large language models (LLMs) for deepfake detection.

• Social Media and Misinformation: (1) Preventing social media attacks and the spread of misinformation
through stricter enforcement of policies. (2) Creating attack-proof social media platforms and encour-
aging content verification to discourage the intersection of AI-generated and deepfake content with
social media.

• Research Funding: Increasing funding for research into deepfake detection and related methods such
as active learning, adversarial training, attention mechanisms, capsule networks, contrastive learning,
deep belief networks, reinforcement learning, representation learning, self-supervised learning, semi-
supervised learning, supervised learning, unsupervised learning, and transformer models.

• Interdisciplinary Research: Promoting research in complementary areas such as data analytics, statistics,
and machine learning.

• Broader Detection Efforts: Advancing research on the detection of fake information, phishing, media
forensics, malware, social engineering, and cybercrime.

• Computational Resources: Ensuring the availability of high computational power for solving complex
deepfake-related problems.

• Multilingual Focus: Addressing the emergence of deepfakes in non-English languages, such as Bangla
and Arabic, which are gaining traction. With the increasing popularity of deepfakes, their spread in other
languages, especially in the context of fake text, is likely.
Finally, we have uploaded all the keywords to a text analysis tool (Voyant Tools) to examine the

frequency of the respective keywords. We only include the words with a frequency of over 100 to show the
most popular research aspects and concerns in deepfake research. The results confirm the prevalence of deep
learning, neural networks, CNN, adversarial networks, adversarial attacks, adversarial learning, adversarial
training, concerns with respect to media and forensics, issues of forgery, misinformation, and attacks. Also,
popular methods other than CNN include GAN, LSTM, BERT. deep learning (2397), detection (1914), fake
(1790), news (1202), network (1001), neural (904), adversarial (606), generative (521), social (483), face (464),
convolutional (462), media (402), classification (398), CNN (374), processing (370), language (366), data
(336), analysis (319), forensic (296), artificial (265), LSTM (261), video (235), forgery (232), feature (230),
GAN (217), model (217), text (200), recognition (193), attention (182), misinformation (166), attack (165),
security (163), information (158), audio (149), manipulation (145), digital (144), vision (136), transfer (135)
models (135), BERT (128), AI (128), COVID (123), Images (120), Generation (119), dataset (113), attacks (112),
transformer (110), graph (110), spoofing (108), speech (105), ensemble (104), sentiment (102), features (102),
extraction (101).

On the other side of the spectrum, we study the keywords with a frequency between (5) and (10)
which gives an idea of some of the most emergent trends, methods, and concerns. These include conspiracy
(5), counterfeiting (5), contract (5), generalizability (5), justice (5), metaverse (5), oversampling (5), outlier
(5), RCNN (5), Vgg19 (5), android(6), cyberbullying (6), DCNN (6), googlenet (6), keras (6), offensive (6),
sarcasm (6), unet (6), confusion (7), discrimination (7), DNNs (7), encryption (7), epidemic (7), ethical
(7), forged (7), fraudulent (7), impersonation (7), misleading (7), mobilenet (7), xceptionnet (7), mtcnn (7),
pretrained (7), spoofed (7), uncertainty (7), belief (8), chatgpt (8), integrity (8), normalization (8), spammer
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(8), StyleGAN (8), violence (8), bots (9), crime (9), confidence (9), densenet (9), faceswap (9), eye (9), finger
(9), gait (9), policy (9), regulation (9), vectorizer (9), XGBoost (10), celebrity (10), cybercrime (10), cycleGAN
(10), banknote (10), evidence (10), threat (10), and interpretability (10).

In all, the research on deepfakes spans various domains and contributions, and concerted efforts are
required in the fields of Computer Science, Engineering, Mathematics, Data Science, Decision Science, Social
Sciences, as well as multidisciplinary research encompassing other disciplines.

7 Recommendations for Addressing Deepfakes
The spread of deepfakes poses a significant threat to society, and thus it is important to recommend poli-

cies for addressing their harmful effects. This has been discussed with respect to policymakers, researchers,
and other practitioners, such as tech industries and media outlets.

7.1 Recommendations for Policymakers
In this section, we discuss policy recommendations for controlling and regulating deepfakes and their

harmful consequences.

7.1.1 Development of Regulatory Frameworks, Media Literacy, and International Cooperation
The integration of AI into communication systems has garnered significant interest across various

fields, including journalism, marketing, and diplomacy. Although AI could offer opportunities for improving
diplomatic processes, the widespread of deepfakes and their misuse threaten and undermine trust in
diplomatic engagements. Therefore, policymakers should promote media literacy initiatives to counter the
influence of deepfakes, encourage technological advancements in deepfake detection tools, and provide a
comprehensive regulatory framework for deepfakes. Additionally, enhanced international cooperation is
required to combat the threats posed by deepfakes across borders and to empower individuals in discerning
deepfake propaganda. By implementing these recommendations, policymakers can protect the integrity of
diplomatic processes and mitigate the risks associated with AI misuse [225].

Developing laws to control deepfakes is crucial, as even small but strategic changes in legal regimes
can yield effective protection against unauthorized deepfakes [226]. Thus, proposing regulatory tools that
consider the rights of all entities involved in deepfake creation and dissemination should be prioritized.
This includes protecting individuals whose original artifacts have been used in the generation of deep-
fakes. Detailed and well-implemented legal enactments can go a long way in regulating the misuse of
AI technologies.

7.1.2 Utilization of State-of-the-Art Detection Technologies for Law Enforcement
Law enforcement must have access to advanced, state-of-the-art technologies for accurately detecting

deepfakes. This need is especially pressing given the rapid evolution of deepfake generation algorithms [227].
Therefore, the development of explainable forensic algorithms that integrate human expertise into the
detection loop is highly desirable.

Deepfake-generated media is multifaceted in both nature and impact. Since its applications span techno-
logical, social, economic, and political domains, state-of-the-art detection mechanisms for all deepfake types
are essential. A holistic approach, integrating technical solutions, public awareness, and legislative action is
necessary. Furthermore, unified, real-time, adaptable, and generalized solutions for deepfake detection are
critical as the challenges posed by deepfakes continue to intensify [228].
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7.1.3 Promotion of Public Awareness on Digital Literacy
Education plays a crucial role in helping the public, particularly youth, develop resilience against mali-

cious deepfakes and counter disinformation. Therefore, more targeted educational programs on deepfakes
for young people are highly recommended. Educators, curriculum developers, and policymakers should
leverage these programs to ensure that both current and future generations are well-equipped to protect
society from the plague of disinformation [229].

Information asymmetries are on the rise, imposing significant societal costs across different demo-
graphics [230]. Consequently, actionable policymaking recommendations and educational strategies are
necessary to address the spread of harmful deepfake content. Policies should ensure an equitable distribution
of authentic information and promote media literacy. Moreover, stakeholders must navigate the ethical
dilemmas posed by deepfakes while ensuring equitable access to digital information to enhance discernment,
decision-making, and awareness.

Policymakers should also recognize the importance of increasing access to advanced information
technologies while addressing their repercussions. Efforts to disseminate knowledge about deepfakes should
particularly target individuals with limited or no access to information and communication infrastructures.
Learning from past successes and failures will help shape more effective strategies to counter deepfake-related
challenges [230].

Additionally, addressing information asymmetry is critical due to disparities in how different age
groups are exposed to and affected by disinformation. Research indicates that the likelihood of falling for
disinformation increases with age. Therefore, policymakers, social scientists, and technology companies all
have significant roles to play in mitigating these risks.

7.1.4 Identification of Risks and Development of Adaptive Policies and Regulations
Addressing gaps in our understanding of deepfakes is essential for facilitating timely and effective

regulatory action. Deepfakes have the potential to amplify existing societal problems, such as disinformation,
making supervision, enforcement of rules, and necessary policy adjustments vital. Consequently, further
research is required to examine the societal challenges posed by deepfakes and the need for adaptive
policies [231].

Regulations should also account for text-based deepfakes, as advancements in natural language process-
ing and large language models have increased the potential for manipulating textual content, shaping online
discourse, and spreading misinformation [228].

Furthermore, disclosure policies regarding the use of synthetic media are critical, as transparency
significantly impacts public perception and credibility [232]. Researchers, policymakers, and practitioners
involved in deepfake-related synthetic media should be well-informed about its implications. Laws should
be enacted to address the negative consequences of such media.

7.1.5 Implementation of Comprehensive Deepfake Regulation
Relative to the number of countries in the world, very few regulatory frameworks are available. Although

the EU’s Artificial Intelligence Act introduces regulations on deepfakes, it should be amended to better
prevent deepfake-associated risks such as blackmail, abusive content, misinformation, and emotional or
financial harm. Swift action is needed to facilitate deepfake detection by classifying AI systems intended for
deepfake creation as high-risk. In addition to clear definitions and resilient safeguards, these measures would
ensure more effective deepfake regulation. Policymakers should adopt these amendments for the betterment
of society [233].
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Laws to prevent the unchecked harms of AI are crucial, as these harms include cultural anxiety, racial
polarization, and cyberattacks, particularly as synthetic video and audio content gain increasing public
attention [234]. Therefore, policymakers, activists, and technology companies must act swiftly to regulate
AI. Other countries should collaborate to establish a unified AI Act that mitigates the harmful effects
of deepfakes.

Deriving lessons from high-profile deepfake incidents in the past, researchers, practitioners, and poli-
cymakers must engage in continuous innovation to counter the rapidly evolving deepfake landscape [235].
In addition, the establishment of clear guidelines for reporting AI abuse in an evidence-based manner is
essential for ensuring that penalties can be effectively implemented [236].

7.2 Recommendations for Researchers
In this section, we provide recommendations for researchers about addressing deepfakes.

7.2.1 Prioritizing Evidence-Based Research
The generation of fake textual, audio, and visual content poses a significant societal threat to trust,

political stability, and information integrity [228]. Addressing deepfakes requires solutions that span techno-
logical, economic, social, and political domains. Therefore, comprehensive research on deepfakes is essential
to propose integrative solutions, enhance public awareness, and inform legislative actions.

7.2.2 Advancing Scientific Research in Deepfake Detection
From a scientific standpoint, current research limitations in deepfake detection include challenges

in cross-modality detection. Researchers should prioritize innovations in this area to counter the rapidly
evolving landscape of deepfakes [235]. Additionally, robust detection algorithms capable of identifying even
minor artifacts introduced by generative algorithms must be developed [227].

Furthermore, explainable forensic techniques, which integrate human judgment into the detection loop,
can enhance accurate decision-making [227]. As deepfake generation technologies continue to advance,
malicious actors increasingly weaponize the internet. Unfortunately, existing tools to detect, measure, and
mitigate these threats remain insufficient. Therefore, developing advanced tools to prevent and protect
against deepfake threats should be a research priority [237].

Researchers must also analyze the strengths and weaknesses of current deepfake detection techniques,
evaluate their effectiveness, and monitor their evolution over time. Such efforts will provide policymakers
with a clearer understanding of the current technological landscape and highlight areas requiring further
development [238].

Addressing the privacy and security challenges inherent in generative AI and deepfakes is crucial. Con-
sequently, improvements in AI architectures, model designs, security strategies, and sustainable solutions
must involve collaboration between developers, institutions, policymakers, and users [239]. Additionally, to
enhance the effectiveness of deepfake detection systems, it is important to investigate why specific content is
flagged as deepfake and how detection mechanisms can be refined.

Although much research has focused on deepfake detection, mitigating the dissemination and propaga-
tion of deepfake content is equally vital. A multidisciplinary approach, encompassing expertise from machine
learning, computer vision, cybersecurity, and media forensics is necessary to comprehensively address these
challenges [240].
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7.2.3 Enhancing Legal, Policy and Social Science Research on Deepfakes
From a legal perspective, regulatory responses to deepfakes must be critically assessed at a global level.

This involves a thorough analysis of policy and legal documents [231]. This way best practices can be adopted
and improvements can be made.

For social science researchers, research on deepfakes should prioritize rigorous, evidence-based analysis
to accurately assess their impact. Research should focus on demographic factors such as age, gender, ethnicity,
and ideology that influence an individual’s susceptibility to misinformation [241]. Understanding these
factors can help in designing more targeted awareness campaigns and educational initiatives.

Moreover, social cynicism plays a crucial role in how people perceive the credibility of deepfake
sources [232]. Studies indicate that the public holds negative perceptions of deepfakes across both social
and non-social media platforms [242]. Policymakers and other stakeholders can leverage this awareness to
further educate the public about the harms of deepfakes and implement preventive measures.

7.3 Recommendations for Practitioners (Tech and Media Industry)
Practitioners such as those involved in the Tech and Media industry have a large role to play in the

mitigation of the spread of deepfakes and their negative consequences. This involves developing robust
deepfake detection tools useful for media practitioners and enhancing reporting mechanisms.

7.3.1 Develop Robust AI and Content Authentication Tools
Developers of social media platforms and news agencies should create robust deepfake detection mech-

anisms to safeguard against the spread of misinformation and harmful online content [237]. Furthermore,
social media platforms, policymakers, and governments must recognize the potential risks posed by the
widespread propagation of deepfakes. Understanding these threats requires an analysis of the actors involved,
their motives, and the varied responses necessary to combat them [237]. Consequently, it is crucial to develop
models that track the origin, spread, virality, and effects of deepfakes on targeted individuals and society at
large [237].

7.3.2 Enhance Social Media Moderation and Reporting Mechanisms
To prevent the weaponization of the internet for spreading misinformation and harmful content,

stronger platform moderation policies must be established [228]. Additionally, collaboration between social
media companies, fact-checkers, and independent watchdog organizations is essential to enhance the
accuracy and speed of misinformation detection.

7.3.3 Adopt Transparent Disclosure Policies
Organizations, particularly media and marketing bodies that use synthetic media, should transparently

disclose their use of AI-generated content [232]. Moreover, tech companies should develop and adhere
to industry-wide best practices regarding the ethical use of AI-generated media [243]. Establishing clear
guidelines will encourage responsible innovation and reduce the risks associated with misinformation.

Since multiple factors (such as social, political, and economic) influence the adoption of new technolo-
gies such as generative AI, policymakers, media professionals, and the general public must be informed
about the potential risks of deepfakes. Therefore, responsible innovation should be a central theme in media
discourse to ensure ethical AI development and deployment [243].
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7.3.4 Implement Robust Cybersecurity Solutions
The misuse of AI presents a significant cybersecurity threat, highlighting the need for finance leaders

and cybersecurity professionals to develop adaptive strategies for mitigating AI-driven scams and cyberat-
tacks. AI is increasingly being exploited in cybercrime, including enhanced phishing and Business Email
Compromise (BEC) attacks, automated hacking strategies, and the proliferation of black-market AI tools
on the dark web. To effectively combat these threats, enhanced cybersecurity strategies and international
cooperation are required. Finance leaders, cybersecurity professionals, policymakers, and researchers must
deepen their understanding of the cybersecurity challenges posed by generative AI and explore the most
effective ways to mitigate these risks [244].

7.3.5 Train Media Professionals and Other Stakeholders
The rapid advancement of deepfake technology underscores the urgency for policymakers and tech

companies to implement stronger moderation practices for synthetic media content. Studies show that
individuals are highly susceptible and may likely not recognize fake videos [245]. For this reason, it is
crucial to provide support for media personnel and other stakeholders to ensure they are equipped with the
necessary information needed to use tools and discern real from fake media.

7.4 Current Work Limitations
Several potential constraints could affect the comprehensiveness, and generalizability of this study,

including database selection, search keywords, and time frame. While we used WoS, a well-known and
trusted database, other peer-reviewed papers indexed in reputable databases like Scopus may not have been
captured. Identifying precise search keywords also poses challenges, as efforts to align keywords with the
study’s objectives may not encompass the entire scope, particularly when researchers use uncommon or
technical terms. Additionally, two different search dates (29th August and 1st November 2024) were used
for reporting bibliometric findings and investigating top cited works, respectively, reflecting the state of the
WoS database at those times. The selection criteria may have excluded papers offering valuable insights, and
focusing solely on academic literature may have overlooked sources like white papers and technical reports.
Finally, while this study utilizes the PRISMA framework, designed for systematic and meta-analyzes [43,44],
its application to bibliometric reviews presents challenges. PRISMA’s checklist is tailored for systematic
reviews, making some items less relevant for bibliometric studies. This highlights the need for PRISMA
guidelines specifically adapted to bibliometric reviews.

8 Conclusion
This paper provides a bibliometric analysis of deepfake technology by providing a comprehensive

exposition of leading countries, leading authors, research collaborations, most influential institutions, and
key themes associated with deepfake research. Using VOSviewer visualization tool on data extracted from
WoS database, we take a closer look into some of the most popular keywords associated with deepfake
research. These keywords are mapped into four discussed themes: deepfake detection, feature extraction,
face recognition, and deepfake forensics. Based on the results of the analysis, artificial intelligence-based
algorithms have proven to be the predominant tool used in deepfake detection studies. This is evident from
the various machine learning models, and detection techniques been identified. For instance, the popularity
of artificial intelligence and neural networks, and their derivatives such as generative adversarial networks
(GANs), transformers, convolutional neural networks (CNNs), self-supervised learning, and transfer learn-
ing have also been observed. The importance of security in the deepfake research area can also be observed
with the presence of keywords such as cybersecurity, adversarial attacks, and anti-spoofing. In addition,
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the ethical concerns associated with deepfakes are also evident with keywords such as forgery, information
integrity, and fake news. The results also show the important features expected in proposed solutions such
as generalization, robustness, and accuracy. Similarly, the significance of databases and deepfake datasets
can also be identified from the keywords, database, and deepfake dataset. This research shows that while
several other efforts have been made to review prior works on deepfakes, the fast advancement in this area
and growing international collaboration among, academics, institutions, and nations warrants continuous
efforts at understanding the trends, challenges, and solutions in this area.

Using VOSviewer, we have mapped the major themes and provided insights into the interconnections
between key concepts in the deepfake literature. Furthermore, we also performed a more comprehensive
search on the Scopus database to further explore deepfake research areas and provided an analysis of the
findings including methods, implications, applications, concerns, requirements, challenges, models, tools,
datasets, and modalities of deepfakes. We hope that researchers, legislators, and industry stakeholders can
get valuable insight from the discussions and recommendations to effectively navigate the moral, societal,
and technological issues raised by deepfake technology. This paper seeks to provide readers with a broad
understanding of deepfake research, highlighting its societal importance and effects, alongside its technical
complexity, research trends, and challenges.
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