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ABSTRACT: Distributed denial of service (DDoS) attacks are common network attacks that primarily target Internet
of Things (IoT) devices. They are critical for emerging wireless services, especially for applications with limited latency.
DDoS attacks pose significant risks to entrepreneurial businesses, preventing legitimate customers from accessing
their websites. These attacks require intelligent analytics before processing service requests. Distributed denial of
service (DDoS) attacks exploit vulnerabilities in IoT devices by launching multi-point distributed attacks. These attacks
generate massive traffic that overwhelms the victim’s network, disrupting normal operations. The consequences of
distributed denial of service (DDoS) attacks are typically more severe in software-defined networks (SDNs) than in
traditional networks. The centralised architecture of these networks can exacerbate existing vulnerabilities, as these
weaknesses may not be effectively addressed in this model. The preliminary objective for detecting and mitigating
distributed denial of service (DDoS) attacks in software-defined networks (SDN) is to monitor traffic patterns and
identify anomalies that indicate distributed denial of service (DDoS) attacks. It implements measures to counter the
effects of DDoS attacks, and ensure network reliability and availability by leveraging the flexibility and programmability
of SDN to adaptively respond to threats. The authors present a mechanism that leverages the OpenFlow and sFlow
protocols to counter the threats posed by DDoS attacks. The results indicate that the proposed model effectively
mitigates the negative effects of DDoS attacks in an SDN environment.

KEYWORDS: Software-defined networking (SDN); distributed denial of service (DDoS) attack; sampling Flow
(sFlow); OpenFlow; OpenDaylight controller

1 Introduction
Since its inception, the number of internet users has increased exponentially, leading to the emergence

of architectures that can justifiably be termed the Internet of Things (IoT) or the Internet of Everything
(IoE). This evolution facilitates the convergence of the physical and digital worlds, heralding an era where
sensations are experienced by objects and humans across vast distances remotely, akin to direct interactions
among users. This architectural framework incorporates internet-connected devices, smart objects, sensors,
and associated web-based services that require processing prior to communication—collectively referred to
as the Internet of Things (IoT) or the Internet of Everything (IoE) today. Currently, over three billion users
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access the internet for various activities, including banking transactions, shopping from vendors around the
globe, web-based monitoring and control, social media interactions, and many other applications [1].

As the web of everything continues to evolve, addressing the diverse requirements for intelligent
and seamless connectivity will be essential. This involves leveraging advanced technologies, enhancing
interoperability, and ensuring that all components of the network work together efficiently to meet the
needs of end-users. These requirements cannot be effectively addressed through the intervention of network
administrators, operators, or end-users alone; rather, they can only be fulfilled if the internet is engineered
to be self-sustaining and self-responding. The growing number of IoT-based services in areas such as smart
homes, healthcare, smart cities, agriculture, and supply chains all contribute to enhancing living conditions.
However, the sheer volume of devices presents numerous challenges within the current legacy networking
paradigm, which is often outdated. For instance, network manageability remains a significant challenge. The
integration of edge computing, blockchain, and wireless resources, combined with the advancements in SDN,
presents a unique opportunity to overcome existing limitations. By fostering interoperability and leveraging
the capabilities of the software community, developers can create more dynamic, efficient, and manageable
network architectures that meet the evolving demands of modern applications [2].

Finally, information security and privacy remain prominent areas of concerns. This raises awareness for
practitioners and researchers who are concerned about their own safety and the safety of others as a result.
The increasing interconnection of devices and systems, coupled with the diversity of hacker motivations,
creates a challenging security environment. Ensuring robust security mechanisms while maintaining ease of
use is critical to protecting sensitive information and mitigating the risks associated with network security
breaches. Addressing these challenges is critical to protecting both businesses and consumers in an evolving
digital environment [3,4].

There have been no fundamental changes to traditional network architectures, which consist of groups
of routers and switches, along with devices from various manufacturers. These devices are meant to be
used together to build heterogeneous networks. Because these devices may be from different manufacturers
and used by different technicians under different brands, they require the construction of heterogeneous
networks. Different systems from different vendors might be incompatible, making heterogeneous networks
expensive to configure and difficult to operate, monitor, and maintain. Configuring different systems
increases the vulnerability of hardware and software resources. This requires improving network architec-
tures designed to meet the challenges of these growing networks, making them easy to manage, dynamic
enough to accommodate different devices from different vendors, and capable of meeting changing workload
requirements by scaling up or down resources with the help of cloud infrastructure. Software-defined
networks (SDN) are one of the most promising approaches to improving current hardware-based network
systems. Therefore, this project aims to develop a model for detecting distributed denial of service (DDoS)
attacks on dynamic and diverse Internet of Things (IoT) or Internet of Everything (IoE) systems, which can
be applied in smart environments to infer that the geographic distribution of attack sources follows specific
patterns [5,6].

While IoT environments enhance productivity and convenience in a digitally connected society, the
increasing complexity of these systems exposes them to significant risks, including distributed denial of
service (DDoS) attacks. Addressing these vulnerabilities through effective security measures and proactive
management is critical to protecting the integrity and reliability of IoT systems. This is due to the volatility
of attack methods and patterns used by attackers.

DDoS attacks present significant challenges to Internet service availability, necessitating effective
strategies to identify and differentiate between legitimate and malicious traffic congestion. Software-Defined
Networking (SDN) offers a robust solution by simplifying network management and enhancing the ability
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to respond dynamically to varying traffic conditions, ultimately improving resilience against DDoS attacks.
Furthermore, DDoS attacks can range from the misuse of application-level vulnerabilities to high-volume
flooding on a network. Although, it is easy to probe the service availability and to ease traffic on the network,
the most significant challenge lies in differentiating between legitimate congestion-based traffic and attacker-
generated congestion. SDN addresses these shortcomings by separating network control and management
from the data plane to minimise complexity through implementing flow rules in thousands per server
rack [7], through effective network security and memory management at both the network control and data
planes. One way of combating such DDoS menaces is through identifying for network users the legitimate
IoT traffic from anomalous DDoS-generated traffic, bearing thus the SDN with the ability to detect in order
to respond to abnormalities in the network in timely manner to analyze the impact of various traditional
DDoS attacks imposing threats on SDN architectures [8].

The emergence of software-defined networking (SDN) represents a revolutionary approach to network-
ing, particularly in addressing security challenges. Its integration with the Internet of Things, along with
features such as resource pooling and on-demand self-service via cloud computing, is establishing SDN as
a pivotal area of research and application in modern networking environments, making the deployment of
threat/attack detection strategies in the IoT environment an essential part of the operational ecosystem [9].

Software-Defined Networking (SDN) presents significant advantages in collecting deployability infor-
mation and improving security through dynamic control and advanced application capabilities. By
leveraging these features, SDN can effectively enhance network resilience and provide robust solutions for
detecting and mitigating various types of attacks.

In this framework, the authors have proposed an SDN-based security system that aims at protecting the
SDN network from DDoS attacks. The proposed algorithm in this system uses statistical data collected by
the sFlow and OpenFlow protocols to detect and mitigate the DDoS attacks. Also, the proposed algorithm
can identify high network traffic to block it based on selected threshold values. It represents a significant
advancement in the application of SDN technology for enhancing network security, particularly in the
context of increasingly sophisticated DDoS threats. The main contributions of the paper are summarised as
below:

• A novel framework for detecting and mitigating the DDoS is executed in an SDN environment using
the sFlow and OpenFlow protocols.

• An algorithm that uses statistical data collected by the sFlow and OpenFlow protocols to detect and
mitigate DDoS attacks.

• The overall contribution of this work is proposing a system that uses sFlow to detect DDoS attacks and
OpenFlow to mitigate these attacks.

The rest of the paper is organized as follows: Section 2 provides background on software-defined net-
works (SDNs), distributed denial-of-service (DDoS) attacks, defense techniques, and related work. Section 3
introduces the problem modeling and statement, Section 4 explains the proposed method, Section 5
describes the testing and evaluation environment, and Section 6 presents contemporary work. Section 7
concludes with concluding results and remarks, followed by Section 8 for further work.

2 Background
The Internet of Tings (IoT) is the interconnection of smart devices that integrate together as a single

network via various services or protocols. The IoT enables the collection of sensitive information from smart
devices to perform critical operations. It also allows smart devices to communicate with each other at high
speed, and the SDN provides orchestration for network management by decoupling the control plane and
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the data plane. This section presents a review of the Software Defined Networking (SDN) and Distributed
Denial of Service attack (DDoS) supported by related work and its discussions.

2.1 Software Defined Networking (SDN)
The TSDN model is introduced to compensate for the shortcomings of the traditional network by

offering programmability, compatibility, cost, manageability, and many other distinct features. The main idea
of an SDN is to separate in network switches data plane and the centrally located device of control plane. It is
typically centralized and manages network routing and policies. The data plane executes data routing based
on the control plane’s decisions. It consists of the physical network devices, such as switches and routers, that
handle data packets, as shown in Fig. 1.

Figure 1: Software Defined Networking (SDN) drawn based on concepts from [7]

Furthermore, an SDN architecture generally consists of three functional components: 1) Applications:
these are programs that send data to the SDN controller via an application programming interface (API); 2)
Controllers: these are logical entities that receive instructions or requirements from the SDN application layer
and transmit them up and down the hierarchy; and 3) Network devices: these devices control the routing
and processing of data across network paths [10] in the SDN controller for network security. DDoS attacks
transform the vulnerable IoT devices into becoming Botnets that cause severe disruptions to the IoT system
by compromising the nodes.

OpenFlow is a communication protocol in the SDN environment. It is used by the SDN control
plane and data plane for communication. Furthermore, the SDN controller determines the paths of packets
across the SDN network. It configures network devices according to its flow rules. OpenFlow also enables
communication between network devices, enabling control of devices from any vendor. Finally, OpenFlow
can be used to remotely control the flow tables of layer three switches [11,12].
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2.2 Distributed Denial of Service (DDoS) Attack
2.2.1 Definition

Distributed denial-of-service (DDoS) attacks are undoubtedly a major concerns for many businesses
and organizations. These attacks are maliciously coordinated against online services, such as commercial
websites, banking websites, government websites, and others. Furthermore, these attacks are typically carried
out by a large number of independent programs, with the goal of disrupting system resources for a specific
period of time until the targeted device is unable to provide services.

2.2.2 How DDoS Attacks Are Performed?
The first step in launching a distributed denial-of-service (DDoS) attack, which is not primarily aimed

at stealing data, is to recruit a group of bots or malware. Furthermore, to turn a computer into a zombie,
hackers develop and execute specialized malware. This malware can be installed on a large number of devices
that have visited unsafe websites containing the malware. It can spread to targeted computers via email
attachments, compromised websites, or corporate networks. As a result, legitimate users may be infected
with malware that unwittingly turns them into bots. This type of malware allows attackers to gain access
to infected or disabled computers. Once the computer is disabled, it connects to the attackers’ commands,
which begin controlling the server. It then receives their commands. Commands may include information
about the targeted server, the time of the attack, the attack method, and its duration. Additionally, an army
of bots is formed as a botnet, typically consisting of thousands of bots. This network weakens the security of
IoT devices and exposes them to distributed denial of service (DDoS) attacks, as shown in Fig. 2.

Figure 2: Distribute denial of service (DDoS)

The attackers send commands to the command and control server, which serves as the central
management center for the botnet. The command and control server receives these commands and relays
them to all connected bots within the botnet. The server coordinates the bots’ operations and ensures
they work in concert to execute the attack. Each bot, a compromised device, receives commands from the
command and control server. The bots then launch a distributed denial of service (DDoS) attack on the
victim’s server to overwhelm the target. 3 derived from concepts presented in [13].
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2.2.3 Target of DDoS Attack
In general, DDoS attackers, in order to cause denial of service to legitimate users, target the following

network components: (i) routers, (ii) links, (iii) firewalls and defense systems, (iv) the victim’s infrastructure,
(v) the victim’s operating system, (vi) existing connections, and (vii) the victim’s applications [14,15].

Potential targets also include vulnerable IoT devices, which, when attacked, form botnets, threatening
IoT system security through distributed denial-of-service (DDoS) attacks. Machine learning (ML) and
deep learning (DL) techniques have demonstrated significant potential in detecting DDoS attacks, offering
numerous advantages over traditional statistical or policy-based solutions.

2.2.4 DDoS Attack Types
As previously mentioned, modern computer networks rely heavily on a variety of network devices,

each of which plays a critical role in ensuring seamless connectivity and high performance. Understanding
the intricacies of these systems is crucial for effective network management and responding to changing
conditions, given the variety of attack types, the most common of which are distributed denial of service
(DDoS) attacks.

Distributed denial-of-service (DDoS) attacks vary in their methods and objectives, making it essential
for organizations to implement effective security measures to mitigate these threats. They can be classified
into three main types: 1) Value-based attacks, including User Datagram Protocol (UDP) floods, Ping floods,
and spoofed packet floods, 2) Protocol-based attacks, including SYN floods, fragmented packet attacks,
Ping of Death, and Smurf DDoS attacks, 3) Application layer attacks, consisting low-level and slow attacks,
GET/POST floods, and targeted attacks.

The programmability of SDN routers is decoupled from the control decisions that enable innovation and
evolution. In SDN, network intelligence is logically integrated into the software-based control plane, while
OpenFlow network switches become the data plane that can be programmable via the OpenFlow protocol
with an open interface [16].

Denial-of-service (DoS) attacks are designed to disrupt services by overwhelming the target with
excessive traffic, limiting access for legitimate users. Researchers in [17] categorize DDoS attacks, from a
downstream impact perspective, into: (i) application attacks, where attackers target the application itself; (ii)
resource and host attacks, which disrupt resources; (iii) network attacks, which target network bandwidth;
and (iv) infrastructure attacks, which target the Domain Name Server (DNS).

2.2.5 Challenges of DDoS Mitigation
There are several challenges in building an SDN controller capable of detecting and mitigating DDoS

attacks. These challenges include: 1) the size of the Botnet—for example, a large Botnet becomes extremely
difficult to handle; 2) the accuracy of detecting abnormal traffic; 3) long-lasting attacks that last longer; and
4) large-scale testing to meet the needs of multi-Gbps networks.

2.2.6 Defense Approaches
There are three main defense mechanisms for detecting and mitigating DDoS attacks. The first approach,

called the Proactive Defense Mechanisms framework, proposes a technique that does not directly mitigate
DDoS attacks. However, this framework efficiently designs and builds infrastructure to withstand an
imminent DDoS attack, known as cloud hosting. The second approach is called reactive defense mechanisms,
and its main idea is to mitigate or, if possible, stop DDoS attacks when they occur. Finally, the third
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approach is called post-attack analysis: This technique analyzes DDoS attacks and monitors their patterns
to obtain information that enables tracking and preventing attackers from carrying them out. These defense
mechanisms are determined based on various performance metrics that help ensure effective communication
regardless of the sites involved [18–20].

Thanks to advances in the manufacture of various miniaturized sensor systems, the development of
numerous web services, and cloud computing, it has become possible for almost any isolated system to
communicate with similar devices, which are currently expected to number in the billions on the internet.
These complex systems face numerous challenges, the most common of which are distributed denial of
service (DDoS) attacks [21,22]. All of these attacks are designed to send large volumes of messages, making
it difficult to find the exact signature of the nature of the attack.

3 Problem Modeling and Statement
Mitigating DDoS attacks is one of the main causes of concern for network administrators. SDN as shown

in Fig. 3, is a promising networking paradigm that can be used to tackle DDoS attacks. Furthermore, it is
assumed that the network consists of a set of nodes, N ≠ ∅, where the number of network nodes is N = ∣N ∣,
N ∈ Z, and N ≥ 4. In addition, there is a subset of these nodes as hosts H ⊂ N such that the number of these
hosts is H = ∣H∣, H ∈ Z and H ≥ 2, and some of these hosts (or users) are legitimate in the sense U ⊂H, the
number of these legitimate users U = ∣U ∣ and some of them are Bot or Zombie users B ⊂H, the number of
these bots are B = ∣B∣, and B ∈ Z. Moreover, some of these nodes are switches S ≠ ∅, S ⊂ N , S = ∣S ∣, and
S ∈ Z>0. Finally, there is at least one controller in the network C ≠ ∅, C ⊂ N , the number of controller in
the network is C = ∣C∣, and C ∈ Z>0. Each host can send traffic with rate γ ≥ 0 and γ ∈ R. The bandwidth
of the link between switches and between users and switches is D, and D > 0. The main problem here is
to detect bots in B that are generating high traffic, and stop them from overwhelming the switches and
bandwidth. Further, to allow only legitimate users in U to send packets through links and switches. The
proposed model is explained in the section that follows how it is designed to tackle the problem at hand by
mitigating DDoS attack.

Figure 3: Distributed denial of service (DDoS) attack in Software Defined Networking (SDN)
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4 The Proposed Method
The authors have proposed in this framework a defense approach to detect and mitigate DDoS attacks

in an SDN environment.
DDoS Detection and Mitigation System Using sFlow
The proposed distributed denial-of-service (DDoS) detection and mitigation system relies on real-time

traffic monitoring within an SDN environment as a defense against DDoS attacks. The security system uses
statistics recorded while monitoring traffic passing through SDN OpenFlow switches to detect malicious
traffic. Once the attack is detected, the proposed defense system tracks the hosts that caused it in order to
block them for a specified period of time, allowing only legitimate users to use the network facilities by
sending packets over OpenFlow switches and links in the SDN network. Traffic monitoring is critical to
detecting and mitigating DDoS attacks using tools like Sampling Flow (sFlow).

Furthermore, sFlow is a sampling technique used to monitor network traffic. It can be used to detect
various types of DDoS attacks, such as SYN floods, UDP user datagrams, and more. Furthermore, the
OpenFlow and sFlow protocols provide SDN researchers with an integrated flow monitoring and control
system where the OpenFlow controller can be used to determine which flows should be monitored by sFlow,
making the controller the layer that sends packet output messages to software forwarding rules to switches.
In this context, to make the most of sFlow, we will use the powerful analytics engine sFlow-RT to collect
real-time statistics for switches. In general, sFlow-RT can be used to monitor traffic by recording relevant
time-release statistics. It is also used for load balancing, DDoS attack detection, and mitigation. Additionally,
there are three main components of sFlow: i) the sFlow aggregator in an external controller or in an SDN
controller, ii) the sFlow agents integrated into Openvswitch, and iii) the sFlow protocol. Software-defined
networking enables a logical and centralized separation of the network control plane from the data plane [23].

The main idea is to integrate sFlow agents into the OpenFlow switches within an SDN network. The
main task of sFlow agents is to send samples of network traffic from a specific network device, such as a
switch or router, to an sFlow aggregator in an external controller. The sFlow aggregator can then use tools
like the inMon sFlow-RT to automatically detect and mitigate large and long-waiting packet flows in real
time, as shown in Fig. 4. The sFlow agents embedded in the OpenFlow switches communicate with the
sFlow cluster via the sFlow protocol, while OpenfFlow switches communicate with OpenDaylight via the
OpenFlow protocol, as shown in Fig. 5. The sFlow agent encapsulates sample flow and interfaces counters
into sFlow data-grams. These data-grams are sent by sFlow agents to sFlow collector in the external controller
via sFlow protocol.

The sFlow agents sample data packets based on probabilities defined by network administrators,
operators, or end users. They also send interface counters to the sFlow aggregator. Network users can also
specify threshold values for data traffic and sampling rates. The primary role of the SDN aggregator is to
analyze data samples and take necessary measures against DDoS attacks to mitigate or, where possible,
stop them.

In addition, the REST APIs, also known an architectural style for an application program interface (API)
help each application to retrieve metrics, configure flows, receive notifications, and set appropriate threshold
values using GET, PUT, POST and DELETE data types, which refers to the reading, updating, creating and
deleting of operations concerning resources. The sFlow agents can be embedded into OpenFlow switches by
using the following code:
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sudo ovs-vsctl – –id=@sflow create sflow agent=eth1
target= /“192.168.56.102:6343/” sampling=300 polling=15
– – set bridge s1 sflow=@sflow

The above instruction codes will configure or enable sFlow in OpenvSwitch. The sFlow agent of eth1
is embedded into the IP address of 192.168.56.102 for the controller. In addition, the sampling rate is set at
300. In other words, for every 300 packets captured by the sFlow agent, only one packet is sent to the sFlow
collector. The polling period is set to 15 s. Alternatively, the client will send a data message to the sFlow
collector every 15 s. Fig. 5 shows flow diagram of sFlow agent processing.

Figure 4: sFlow agents and sFlow collector

The sFlow agents are installed on OpenFlow switches, enabling them to sample network traffic in
real time. These agents continuously monitor traffic and capture flow data, which is essential for analyzing
network performance and security. The agents send the collected traffic data to the sFlow analytics engine in
real time. This data includes information about packet flows, protocols, and bandwidth usage, allowing for
comprehensive traffic analysis. The sFlow analytics engine processes the incoming data to identify anomalies
or patterns that may indicate a distributed denial of service (DDoS) attack. By analyzing traffic trends, the
engine can detect sudden spikes or unusual behaviors that are typical of DDoS attacks. When a potential
DDoS attack is detected, the analytics engine sends immediate notifications to the affected application on the
targeted server. This early alert mechanism enables a rapid response, enabling the application to implement
countermeasures or strategies to mitigate the effects of the attack.
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Figure 5: The sFlow agent embedded in switch drawn based on concepts from [24]

The listed Algorithm 1 demonstrates a pseudo-code designed for the detection of DDoS attacks and
mitigation. The algorithm checks the traffic flow rate λ at any time t in all switches in the SDN network
through sFlow that allows to check the usage of the bandwidth accordingly. Once the traffic reaches a pre-
set threshold value θ that identifies to mean DDoS-based attack is detected. In this paper, the value of θ is
kept equal to 10% of the bandwidth (D), θ1 = (

D
100 × 10). The utilization of bandwidth is u. It is noteworthy

to note that θ could take any other value, depending on network administrator. The algorithm then blocks
the users who behave like a Bot by keeping them on hold for T seconds, a value set for 60 s in this paper. The
algorithm is made more complex by making the threshold value a range instead of single value, thus setting
up a criterion for how long the time period, T1, should be. However, if else the value of θ is kept equal or less
than 15% of the bandwidth (D) θ2 = (

D
100 × 15), then the time period is kept as T2.

Algorithm 1: Flow monitoring and DDoS attack detection
1: procedure Attack Detection
2: Set all parameters.
3: Start:
4: for ∀S ∈ S do ⊳ For all switches
5: for ∀Pi do ⊳ For all packets
6: Add source IP address of new flow to the flow table.
7: Add OpenFlow rules to the flow table.
8: Monitor packet flow (rate and duration) using sFlow.
9: if θ1 ≥ λ ≤ θ2 then ⊳ Check bandwidth usage
10: The traffic is malicious traffic (DDoS attack).
11: Block the attackers for a period of time, T1.
12: else
13: if θ2 ≥ λ ≤ θ3 then ⊳ Check bandwidth usage
14: The traffic is malicious traffic (DDoS attack).
15: Block the attackers for a period of time, T2.
16: else

(Continued)
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Algorithm 1 (continued)
17: The traffic is legitimate; no action needed.
18: end if
19: end if
20: end for
21: end for
22: goto Start.
23: end procedure

5 Testbed and Evaluation
In this work, Mininet was used as a network simulator and OpenDaylight as an SDN controller to

develop a test environment to demonstrate how it can serve as a reference topology for security applications.
The computer system used for simulation purposes was a Core i7-4790 processor at 3.60 GHz and 32 GB of
RAM. An Oracle VM Box was also used to create a virtual machine to host the SDN network devices involved.

5.1 Network Emulator
An SDN network consists of five main components: 1) the application plane (AP), 2) the northbound

interface (NBI), 3) the control plane (CP), 4) the southbound interface (SBI), and 5) the data plane (DP).
The control plane, connected to SDN controllers, interacts with applications to transport data flows to
their destinations, ensuring device sharing and quality-of-service (QoS)-compliant data routing between
connected devices. Network simulators enhance fundamental understanding in the field of next-generation
wireless network technologies worldwide.

There are several network simulators used in research, such as Network Simulator 3 (NS3), OPNET,
OMNeT++, NetSim, REAL, QualNet, and J-Sim (R24). However, the researchers decided to use Mininet as
a network simulator due to its simplicity and ease of implementation. Furthermore, Mininet can simulate
an entire network of terminal receivers, controllers, and links for large SDNs operating on limited virtual
machine resources in a single computer. Mininet switches also support OpenFlow protocols [25]. IoT
devices are increasingly becoming targets for cyberattacks due to their inherent vulnerabilities including one
emerging threat is the Mongolian DDoS attack that exploits the vulnerabilities of the distributed nature of
the IoT.

5.2 SDN Controller
SDN controllers, also called network operating systems (NOS), are responsible for routing packets.

These controllers have comprehensive monitoring of the SDN network through packet flow (from a
viewpoint). They can monitor all network devices within their administrative scope. Several open source
SDN controllers are available for research use, including but not limited to: a) Open Daylight, b) ONOS,
c) Project Calico, d) Project Fast Data, e) Project Floodlight, f) Beacon, g) NOX/POX, h) vneio/sdnc, i)
Ryu controller, j) Cherry, k) Faucet, and f) OpenContrail. However, in this work, the OpenDaylight SDN
controller is adopted as an open source SDN architecture because it provides a comprehensive platform for
the general design aspects of our framework.

5.3 Network Traffic Generator
Many software-based packet generation tools can be used to flood an SDN network with random packets

or allow the user to create custom packet exchanges between hosts in an SDN network. These tools include,
but are not limited to, AnetTest, Pktgen, IP Sorcery, Pierf, and Scorpy. In this work, the authors chose to use



4526 Comput Mater Contin. 2025;83(3)

Hping3 for its simplicity and ease of implementation. It specializes in generating, analyzing, and sending
malicious IP packets for DDoS attacks.

5.4 Case Study
The proposed method for detecting and mitigating the DDoS attacks in an SDN environmental setup

is implemented by utilizing sFlow and OpenFlow protocols for performance evaluation.
The star topology as shown in Fig. 6 has been used. The number of nodes in the SDN network is N = 13

nodes, there are 9 hosts in this network, H = 9, four of these hosts are legitimate users, that is, U = 4 and
four of them are bots, B = 4 and one host is a server. Furthermore, there is also one controller C = 1 and four
OpenFlow switches, S = 4. We will use an OpenDaylight controller (Nitrogen version) and OpenvSwitch to
receive/forward commands using OpenFlow protocols. In addition, the legitimate user sends traffic at rate
λ = 10 to 80 Kbps, whereas the bot sends traffic at rate λ between 1 and 10 Mbps. Table 1 lists more details
about users and traffic rates for generating SDN traffic jam.

Figure 6: Star topology (OpenDaylight interface)



Comput Mater Contin. 2025;83(3) 4527

Table 1: SDN traffic details

Host number Host type Traffic rate
1 Legitimate user 10 Kbps
2 Legitimate user 30 Kbps
3 Legitimate user 20 Kbps
4 Legitimate user 80 Kbps
5 Bot 3 Mbps
6 Bot 4 Mbps
7 Bot 5 Mbps
8 Bot 10 Mbps

The sFlow agents have been configured for all OpenFlow switches of Fig. 6 described in Table 1. All the
OpenFlow switches have been configured automatically using Python. The malicious traffic is generated by
using the following Hping3 command:

Bot name hping3 –flood –tcp -k -s 80 Server name

The top four plots in Fig. 7 show regular traffic generated by legitimate users, while the high traffic
generated by the Hping3 command to simulate DDoS attack behavior in an SDN network is generated by
four bots as shown in the bottom four plots of the same figure.

Figure 7: SDN network traffic (Kbps): the top four charts in this figure depict the sample of traffic generated by
legitimate users whereas the bottom four charts demonstrate the DDoS attack

Fig. 8 illustrates the SDN network traffic of the device with IP (192.168.11.35) with and without the
DDoS mitigation algorithm. As shown in Fig. 9, the traffic exceeds the pre-set threshold of 1.25 Mbps in the
beginning, which happens because the detection and mitigation algorithms are not running as the controller
had not been enabled. Then, after running the detection and mitigation algorithm, the traffic is kept below
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the threshold value. The suspension of IP address has been set to last for around 60 s. Subsequently, the
mitigation algorithm removes the suspension after 60 s to re-trigger provided the Bot has been still attacking.

Figure 8: Real-time values of DDoS attack generated by the first Bot that triggers the mitigation algorithm when the
threshold value is exceeded

Figure 9: Shows time when Mitigation algorithm controller is Active (in blue), Pending (in yellow)

Fig. 8 shows the SDN network traffic for a device with IP address 192.168.11.35 with and without a DDoS
mitigation algorithm. As shown in Fig. 9, the traffic initially exceeds the preset threshold value of 1.25 Mbps,
because the detection and mitigation algorithms are not being triggered due to inactive controller.

It is clear that the DDoS attack has been carried out by only one Bot (Host 5) with IP address 192.168.11.35.
The results in the Figure confirm that the proposed sFlow-based detection and mitigation algorithm is
working well to mitigate a large number of DDoS attacks on SDN networks. This is illustrated in Fig. 9 when
the sFlow controller is active (shown in blue) or suspended (shown in orange).

The results also confirm that the detection time is approximately three seconds in this setting. The
researchers believe that the results may vary depending on the magnitude and type of the DDoS attack.
Furthermore, a key advantage of using the sFlow algorithm is that it doesn’t burden the controller with a huge
amount of additional data, which could delay traffic by increasing packet latency in the network, because it
only sends a sample. It’s worth noting that this experiment was initially conducted to verify the effectiveness
of sFlow with an SDN network in mitigating DDoS attacks crafted using HPing3 as the DDoS generator.

The results of this work, which detects any type of distributed denial of service (DDoS) attack, are
compared to the results of a recent study that detected SYN flood attacks on edge routers connecting hosts
to the Internet [26]. The proposed Adaptive Machine Learning-based and SDN-enabled DDoS Detection
and Mitigation (AMLSDM) framework is a state-of-the-art solution designed to address the growing threat
of DDoS attacks. The comparison was made at 1.25 Mbps, with detection occurring within 3 vs. 4 s,
as shown. Fig. 7 in this work shows a comparison between legitimate users and botnet attackers, which
reduces the detection and mitigation potential of DDoS attacks. Similarly, recently proposed techniques
focus primarily on issues related to centralized visibility, link state detection, flow rule setting, and controller
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load balancing in [27]. While the anomaly detection results are compared with [28] to restore the system
to normal within 10 s, enabling more efficient use of network resources. The authors present a variety of
controllers before presenting the Mininet tools used in the research.

Additionally, the work presented by the authors in [29] only detects high-volume traffic, whereas our
method can detect and mitigate low-volume SYN DDoS attacks by combining aggregated sFlow traffic with
traffic blocked using OpenFlow. The authors in [30] addressed DDoS attacks by resetting the controller,
which redirected access control tasks to the data plane. This method, while effective in mitigating attacks,
introduced latency issues due to the combination of three OpenFlow protocols. In the current paper, the
authors propose a solution that maintains network performance even as the network size increases. They
emphasize that increasing the network size does not adversely affect traffic overhead between the controller
and the OpenFlow switches. The approach involves keeping the sampling rate low, which helps minimize
traffic overhead. By efficiently managing the sampling rate, the system can handle larger networks without
a significant increase in communication load between the controller and switches.The DDoS attacks are
thwarted by resetting the controller to send access control to the data plane, which caused latency issues by
combining three open flow protocols. However, in this paper, increasing the network size does not affect the
traffic overhead adversely between the controller and the OpenFlow switches by keeping the sampling rate
low to keep the traffic overhead low.

6 Contemporary Work
There are multiple solutions available to mitigate distributed denial-of-service (DDoS) attacks. DDoS

attacks can be at the application level, the control level, or at a large scale. One common method used
by large enterprises and service providers to protect against DDoS threats is BGP remotely activated
blackhole (RTBH). This attack instructs routers to block data traffic at the edge before it enters the protected
target network, reducing network overload. The number of internet users has increased significantly, now
accounting for 57% of the world’s population. Such a large number of internet users make them vulnerable
to various security threats, including denial-of-service attacks via geographically distributed devices. Hence
the name distributed denial-of-service (DDoS) is assigned to such attackers. Distributed denial-of-service
(DDoS) attacks are a serious threat, exploiting network vulnerabilities and using malicious software, such as
Trojans, to disrupt services. Understanding these mechanisms is critical to developing effective mitigation
strategies to protect networks from these threats [31].

Various devices can also be used to mitigate distributed denial-of-service (DDoS) attacks by filtering out
all types of attacks that drain resources, disrupting many services and thus degrading network performance.
SDN technologies, such as Open Flow, provide multiple methods for controlling routing and switching,
making existing networks more feature-rich, allowing network resources to be adjusted through so-called
dynamic control defense to meet emerging demands [32].

With the development of computer networks, current network systems and data centers have become
feature-rich, complex, and highly data-intensive, so that system designers often need to modify network
software and coordinate network resources according to specific requirements. However, traditional network
architectures do not meet these requirements from the perspective of enterprises, telecom companies, and
end users. For example, decision-making power in legacy networks is distributed across different network
components, making adding new devices or services to the network a daunting task. This is achieved by
integrating AI into the data layer using software-defined networking (SDN) architectures [33,34].

SDN networks, combined with machine learning-based defense systems, significantly improve the
classification and management of incoming requests. This capability enables more effective threat and
anomaly detection, contributing to a more secure and efficient network environment in the face of the latest
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DDoS attack scenarios in SDN and cloud computing [35,36]. These algorithms include PATMOS, a new
hybrid flow-based processor with a protocol that uses a rumor-like approach to identify attacks [37–39],
and an SDN scheduling algorithm that ensures SDN is unavailable during certain attacks. Using different
algorithms, SDN can learn different DDoS techniques and counterattacks before they can harm the server.

SDNs are useful because they help repel automated botnet attacks and can detect DDoS attacks
early, delaying server downtime. A new protocol called PATMOS is used to mitigate DDoS attacks in
multi-controller SDNs by clustering controllers Additionally, SDN networks can operate automatically with
minimal supervision to handle DDoS attacks such as UDP, HTTP, etc. Essentially, an effective method
must be used to ensure DDoS attacks are detected by appropriate packet traffic management in an SDN
network environment.

In [40,41], the authors propose an SDN-enabled adaptive machine learning-based distributed denial-of-
service (AMLSDM) detection and mitigation framework for Internet of Things (IoT)-based networks. The
authors used a combination of three techniques: the Snort intrusion detection system, the sFlow sampling
standard, and the OpenFlow protocol. They used Snort to quickly detect DDoS attacks. Although the authors
did not provide details of their system, the researchers behind this work believe that the proposed method
is complex and may raise concerns about packet latency in such small networks [42].

The authors in [43] proposed a defense framework based on sFlow and OpenFlow. However, their
proposed model did not include their algorithm. They were able to provide some preliminary results. They
demonstrated that their proposed system can only detect massive DDoS attacks in secure environments and
may not handle traffic in hostile environments.

The authors in [44] proposed a defense system against SYN DDoS attacks using sFlow and OpenFlow.
However, the proposed model was unable to handle other types of DDoS attacks. After examining the above,
it is clear that most of the proposed models are only able to detect and mitigate massive attacks by adaptively
balancing attack detection coverage and accuracy. Some recommended modules also focused on a specific
type of DDoS attack [45–47]. Table 2 is reproduced by comparing the work in this paper with the results of
some contemporary research.

Table 2: Comparative analysis with contemporary techniques

Paper Technique Results Comparison
[26] SDN-based IoT security using

Snort for intrusion detection,
sFlow for attack detection, and

OpenFlow for mitigation.

Fast SYN DDoS detection with
Snort.

Complex and slow
response.

[27] The authors implement an
SDN-based information

security defense mechanism
(ISDM) incorporating three

OpenFlow management tools
with sFlow standard for

network intrusion detection
system (NIDS), to perform

anomaly detection, mitigation
to reduce the loss caused by the

DDoS attacks.

To guard against ICMP Flood
attack, the SDN controller sends
commands to OpenFlow switch
for dropping datagrams, when

the flow information entering. It
shows that the flood traffic has

reduced as shown in Fig. 8.

Complicated and
time consuming in

responding.

(Continued)
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Table 2 (continued)

Paper Technique Results Comparison
[28] Proposes Safe-Guard Scheme

(SGS) to implement anomaly
traffic detection and controller

dynamics detection by
remapping controller to send
access control to data plane.

Forged flows are differentiated
from the legitimate ones by

adopting a four-tuple vector to
reduce the flow setup and
controller response time.

Complicated and
time consuming in

responding.

[45] An SD-IoT network model on
the COOJA simulator where in
some nodes in this model are

configured to generate massive
traffic to other nodes. The
detection mechanism is

deployed on the SDNWISE
controller by applying IP Packet
counter and Payload Detection
techniques by analyzing packet

logs.

It can detect the vulnerabilities
in IoT devices or malicious

traffic generated by IoT devices
using the session IP counter and

IP Payload analysis.

Complicated and
time consuming in

responding.

[46] Proposes an SDN-based, four
module DDoS attack detection
and mitigation framework for

IoT networks called FMDADM.

The experimental results show
that the proposed framework
performed better than most

cutting-edge solutions currently
available with the following
benchmarks for accuracy,

precision.

Complicated and
time consuming in

responding.

This
work

The proposed method for
detecting and mitigating the

DDoS attacks in an SDN
environmental setup is

implemented by utilizing sFlow
and OpenFlow protocols for

performance evaluation.

The star topology as shown
in Fig. 6 shows an SDN network

is N = 14 nodes, there are 9
hosts in this network, H = 9,

four of these hosts are legitimate
users. In addition, the legitimate
user sends traffic at rate λ = 10

to 80 Kbps, whereas the bot
sends traffic at rate λ between 1

and 10 Mbps.

Easy
implementation

and faster response
in detecting and
mitigating traffic.

7 Conclusion
In conclusion, the findings of this framework have been examined and evaluated as a defense system

for detecting and mitigating DDoS attacks in SDN networks. Preliminary simulation results confirm that
the proposed defense system can efficiently detect and mitigate DDoS attacks within approximately three
seconds. The proposed method has provided a comparative analysis of regular traffic from legitimate users
while mimicking DDoS behavior using the Hping3 command to generate traffic congestion, as detailed
in Table 1. The traffic analysis indicates that, with the DDoS mitigation algorithm in place, traffic remains
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below the threshold value of 1.25 Mbps. Additionally, the system suspends the IP address for around 60 s if a
bot continues to attack. These findings demonstrate that the proposed sFlow-based detection and mitigation
algorithm is effective in handling a significant number of DDoS attacks on the SDN network. Moreover,
results indicate that the proposed method does not adversely affect overhead traffic. Finally, by utilizing the
suggested defense system, scalability concerns can be effectively managed, as network administrators can
adjust the sampling rate to minimize overhead traffic between the controller and OpenFlow switch.

This article demonstrates that SDN can play a crucial role in reducing the impact of DDoS attacks.
A preliminary framework for detecting DDoS attacks within an SDN architecture has been presented as
a defense mechanism, utilizing overflow and sFlow technologies. Initial results indicate that the proposed
model can effectively minimize the consequences of DDoS attacks in an SDN-based environment.

This work is planned to progress in three key directions using the OpenDaylight (ODL) controller for
mitigating DDoS attacks. Firstly, a multi-level controller approach (comprising global and local controllers)
will be explored to address DDoS attacks while minimizing overhead traffic between the data plane of
switches and the control plane in a single-controller architecture. Secondly, the authors plan to investigate
running OpenDaylight on a Raspberry Pi 3. The preliminary idea involves developing a DDoS mitigation
script (mitigation algorithm) to implement on the Raspberry Pi 3 device architecture. Finally, the current
system utilizes a randomly set sampling rate; the authors aim to identify methods for selecting the optimal
sampling rate to ensure fast detection times and reduced packet latency.

8 Future Work
In addition to measuring how effective a system is at detecting and mitigating DDoS attacks, another

security effectiveness metric is the false positive rate, which measures how often legitimate users are
incorrectly identified as attackers. A high false positive rate can annoy legitimate users with recurrent
disconnections, which can significantly weaken network availability. Although this study did not explicitly
measured the FPR, reducing false positives remains a critical goal for improving the accuracy and reliability
of SDN-based DDoS mitigation systems. Future studies will consider FPR analysis.
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