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ABSTRACT: Wind power forecasting plays a crucial role in optimizing the integration of wind energy into the grid by
predicting wind patterns and energy output. This enhances the efficiency and reliability of renewable energy systems.
Forecasting approaches inform energy management strategies, reduce reliance on fossil fuels, and support the broader
transition to sustainable energy solutions. The primary goal of this study is to introduce an effective methodology for
estimating wind power through temporal data analysis. This research advances an optimized Multilayer Perceptron
(MLP) model using recently proposed metaheuristic optimization algorithms, namely the Fire Hawk Optimizer (FHO)
and the Non-Monopolize Search (NO). A modified version of FHO, termed FHONO, is developed by integrating NO
as a local search mechanism to enhance the exploration capability and address the shortcomings of the original FHO.
The developed FHONO is then employed to optimize the MLP for enhanced wind power prediction. The effectiveness
of the proposed FHONO-MLP model is validated using renowned datasets from wind turbines in France. The results
of the comparative analysis between FHONO-MLP, conventional MLP, and other optimized versions of MLP show that
FHONO-MLP outperforms the others, achieving an average Root Mean Square Error (RMSE) of 0.105, Mean Absolute
Error (MAE) of 0.082, and Coefficient of Determination (R2) of 0.967 across all datasets. These findings underscore the
significant enhancement in predictive accuracy provided by FHONO and demonstrate its effectiveness in improving
wind power forecasting.
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1 Introduction
Wind energy is recognized as a renewable and sustainable source of energy that is both endless and

efficient in electricity production [1]. It has gained considerable attention globally, with the Global Wind
Energy Council reporting an installed capacity exceeding 600 gigawatts, including over 86.9 gigawatts
installed in 2020 alone [2,3]. The accuracy of wind power forecasting is crucial for optimizing wind
power generation, as a 1% improvement in forecasting accuracy can enhance wind energy production by
approximately 3% [2]. However, the unpredictable nature of wind speed makes forecasting challenging,
necessitating advancements in wind speed forecasting techniques [4,5].
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Research in the field has categorized wind speed forecasting and prediction methodologies into three
main types: physical, statistical, and machine-learning approaches. Physical models, such as the Numerical
Wind Prediction [6], are prominent for their simulation of wind speed formation and are typically used
for long-term forecasting. On the other hand, statistical methods like Autoregressive Moving Average
(ARMA) [7], seasonal autoregressive integrated moving average (SARIMA) [8] and others are favored for
short-term forecasts due to their immediacy but might not address the non-linear aspects of wind speeds
adequately. Machine learning techniques have seen a surge in application for time-series forecasting due to
their superior pattern recognition capabilities [9]. Models such as the Support Vector Machine (SVM) [10],
and Random Forest (RF) [11] have been particularly noted for their efficacy.

The advent of neural network-based methods has further advanced the field, especially in wind power
forecasting, through mechanisms allowing for previous data influences [12,13]. Various neural network
models have been used, such as ANFIS [14], dendritic neural regression [15], recurrent Neural Network
(RNN) [16,17], Multilayer perceptron [18], and many other deep learning models.

Recently, researchers have developed hybrid forecasting approaches that merge various machine learn-
ing and statistical models to enhance overall predictive power, often surpassing the capabilities of individual
models. For example, Ge et al. [19] presented a new wind power forecasting approach to address the
increasing volatility of renewable energy. The approach combines a Static-Dynamic Spatio-Temporal Mixture
Network (SDSTMN) for numerical weather prediction correction and a Multi-Info-Feature Fusion Network
(MIFFN) for long-term data feature extraction. This combined approach improves forecasting accuracy by
considering both mesoscale and microscale data, and it was evaluated using a real wind farm in China.
Moreover, metaheuristic optimization algorithms frequently play a crucial role in these combined strategies,
optimizing the integration for improved accuracy and reliability. Various nature-inspired metaheuristic
optimization methods have been adopted in the literature to optimize machine learning methods and
boost prediction performance. For example, Dai et al. [20] presented a short-term wind speed prediction
method that combines a nonlinear autoregressive model with exogenous inputs (NARX) and a hybrid chaos-
cloud salp swarm algorithm (CC-SSA). A mixed modal decomposition approach using variational modal
decomposition (VMD) and generalized S-transform (GST) reduces data complexity. The CC-SSA algorithm
was employed to optimize the NARX weights, enhancing prediction accuracy. Sulaiman et al. [21] suggested
a wind power forecasting method using multiple metaheuristics Neural Networks. Metaheuristics were
applied for feature selection to improve prediction performance. Five metaheuristics were used, namely
Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Teaching-
Learning-Based Optimization (TLBO), and Evolutionary Mating Algorithm (EMA). The evaluation showed
that GA achieved the best performance. Sulaiman et al. [22] presented a wind power forecasting method by
integrating deep learning (DL) with TLBO. The TLBO-DL model demonstrated superior accuracy compared
to PSO-DL, BMO-DL, BBO-DL, and FA-DL. Wang et al. [2] presented a multivariate selection-combination
short-term wind speed forecasting model based on convolutional and recurrent neural networks, along with
a multi-objective chameleon swarm optimization algorithm (Mocsa). The evaluation showed that Mocsa had
Pareto optimal solutions and demonstrated better performance compared to several multi-objective swarm
optimization algorithms.

In [23], the authors used two optimization methods integrated with the ANFIS model to forecast
wind speed: PSO and GA. They found that GA-ANFIS and PSO-ANFIS performed better than the original
ANFIS. PSO was also employed with the ANFIS model in [24]. The marine predator algorithm was used to
optimize the ANFIS in [25]. An enhanced dragonfly algorithm was used to optimize the SVM for wind power
forecasting in [26], and the optimized SVM showed better performance compared to traditional SVM and
other machine learning methods. In [27], an improved snake algorithm (SA) was utilized for hyperparameter
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optimization of long short-term memory (LSTM), with the evaluation showing that the improved SA
increased prediction accuracy by 7.27%. The research outlined in [28] enhanced PSO through the integration
of orthogonal learning, fostering efficient exploration and exploitation in wind integrated optimal power flow
scenarios, thereby yielding more accurate and feasible solutions for complex optimization problems. In [29],
PSO was employed to optimize the multi-layer extreme learning machine to boost wind power forecasting.
Additionally, the quantum PSO (QPSO) was used by [30] to optimize a combined Convolutional Neural
Network-Long Short-Term Memory Network (CNN-LSTM) model. A multi-objective salp swarm optimizer
(SSO) was applied by [31] to optimize artificial neural networks for wind power forecasting. The multi-
objective mechanism was employed to overcome the limitations of the traditional SSA. In [32], an efficient
wind power forecasting model was presented by integrating deep belief networks, Elman neural networks,
and the Hilbert-Huang transform, modified using an improved PSO. In [33], an optimized random vector
functional link network based on the Capuchin search algorithm (CapSA) was proposed. In [34], a multi-
objective mayfly optimization algorithm was employed to optimize deep learning methods and boost wind
power forecasting accuracy. Finally, in [35], a new model was proposed based on a modified multi-objective
tunicate algorithm and quantile regression.

Motivation and Contribution
Inspired by the successful integration of metaheuristics with machine learning methods, this paper

proposes a new forecasting model that optimizes the MLP using a modified version of the Fire Hawk
Optimizer (FHO) enhanced by the Non-Monopolize Search (NO). The FHO [36] was recently introduced
to solve complex optimization problems. Its concept is inspired by the feeding habits of whistling kites, black
kites, and brown falcons. The FHO has shown good performance in solving various problems, including
feature selection [37,38], image processing [39], and function optimization [40], among others. The NO
algorithm was proposed by [41] and operates as a unique, metaphor-independent algorithm that utilizes
single-solution strategies. Its mechanisms are designed to navigate and exploit the search space effectively
throughout each iteration. By using just one candidate solution, the NO adjusts dimensions and transitions
the current solution across the search spectrum. This makes the NO an efficient local search (LS) technique
that integrates both search exploration and exploitation. Unlike typical LS techniques, the NO avoids
suboptimal solutions due to the stochastic elements integrated into its operational functions. In this paper,
we utilize the advantages of the NO to enhance the search performance of the FHO, addressing shortcomings
such as premature convergence and limited exploration. The perturbation introduced by the NO diversifies
the search trajectory, preventing the algorithm from getting stuck in suboptimal regions and encouraging the
exploration of a broader range of potential solutions. The developed FHONO is then applied to optimize the
hyperparameters of the MLP, improving its configuration process and enhancing its prediction performance.
The proposed model, FHONO-MLP, is evaluated using real-world wind power datasets from four wind
turbines and compared to other forecasting models.

The main contributions of this paper can be summarized as follows:

• Presenting a refined version of the Fire Hawk Optimizer (FHO), called FHONO, which incorporates the
Non-Monopolize Search (NO) to optimize the Multilayer Perceptron (MLP) for wind power forecasting.
The addition of NO enhances FHONO’s ability to explore solutions more effectively, preventing it from
getting stuck in suboptimal solutions and improving both the quality and stability of the results.

• Enriching the conventional MLP network architecture with FHONO to address prevalent obstacles,
such as overfitting and prolonged training duration, while refining the parameter adjustment process to
achieve superior solutions in wind power forecasting applications.
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• Conducting a comprehensive assessment of the FHONO-MLP model’s predictive efficacy using real-
world wind power datasets and performing comparative evaluations against a range of optimization
techniques to confirm its effectiveness through various performance metrics.

The rest of the sections of this paper are presented as follows. Section 2 introduces the fundamentals
of the applied methods, including neural networks, the NO algorithm, and the FHO algorithm. Section 3
provides the details of the proposed method. Section 4 presents the evaluation experiments using real-world
wind power datasets. Finally, Section 5 concludes the paper.

2 Background

2.1 Neural Network Model
The effectiveness of Artificial Neural Networks (ANNs) is significantly influenced by their training

and learning mechanisms. Among these, Feedforward Neural Networks (FNNs) stand out for their efficacy
and are recognized as a specialized form of neural architectures. FNNs are structured with multiple layers
of elements termed “neurons”. These layers are sequentially aligned, allowing for a structured flow of
information where neurons are arranged across them. Specifically, the Multilayer Perceptron (MLP), a
renowned model of FNN, is adopted in this study for the purpose of predicting oil production. The
architecture of the MLP is layered, starting with an input layer to introduce data into the network, and
culminating with an output layer to deliver the end results. Encapsulated between these extremities are
several hidden layers, which contribute to the model’s processing capability [42].

In MLPs, neurons link in a unidirectional and one-dimensional manner, with the connections among
them quantified through weights, which are values within the range of [−1, 1]. Mathematically, the operation
of each layer in an MLP is encapsulated as follows:

O(l)
i = ϕ(u(l)

i ) = ϕ
⎛
⎝

nl

∑
j=1

O(l−1)
j w(l)

j , i +w(l)
0, i
⎞
⎠

, 1 ≤ l ≤ L (1)

Here, ϕ() denotes the activation function of the layer, often adopting non-linear forms such as the
tangent hyperbolic function for hidden layers and a linear form for initializing the output layers’ results. The
term l designates the current layer among the total L non-input layers, and nl denotes the count of neurons
in the layer l . The output O(l)

i represents the output from the ith neuron in the current layer l . The weights
w(l)

j , i , for 1 ≤ l ≤ nl−1, illustrate the connection strength from the ith neuron of layer l to the preceding layer
l − 1. Meanwhile, w(l)

0, i represents the bias for the ith neuron of the current layer.
Importantly, the initial layer’s output vector (l = 0) with dimension n0 aligns with the input features

(O(0) = x), while the final layer’s output vector (l = L), dimension nL , corresponds to the network’s final
output (O(L) = y).

2.2 Fire Hawk Optimizer (FHO)
In this section, the foundational steps of the Fire Hawk Optimizer (FHO) are outlined. Like many other

Metaheuristic (MH) strategies, FHO begins by initializing a population of N individuals, as represented by
the equation below:

Xi j = rand ⋅ (U j − L j) + L j , j = 1, 2, . . . , D (2)
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Here, Xi j denotes the position of the ith individual in the jth dimension, with U j and L j serving as
the upper and lower limits, respectively. The term rand ∈ [0, 1] represents a uniformly distributed random
number, and D signifies the dimensionality of each individual Xi .

Subsequently, the quality of each individual Xi is assessed using a designated fitness function. Following
this evaluation, the leading solutions, termed Fire Hawks (FHl , l = 1, 2, . . . , n), and the remaining solutions,
referred to as prey (PRk , k = 1, 2, . . . , m), are distinguished. The metric for measuring the separation
between FH and PR is depicted by the equation:

Dl k =
√
(x2 − x1)2 + (y2 − y1)2, l = 1, 2, . . . , n, k = 1, 2, . . . , m (3)

In this scenario, m and n represent the quantities of FH and PR, respectively. The ensuing phase involves
delineating the dominion of each FH by scattering PR. Updates to the position of each FH are made according
to:

FHl(t + 1) = FHl(t) + (r1 ⋅ Xb − r2 ⋅ FHn(t)), l = 1, 2, . . . , n (4)

In this formula, Xb denotes the optimal solution found thus far, while r1 and r2 are random numbers
between 0 and 1.

Following, a sanctuary location (SPl ) for the prey to regroup and avoid hazards is determined through:

SPl =
∑r

q=1 PRq

r
, q = 1, 2, . . . , r, l = 1, 2, . . . , n (5)

Subsequently, the dynamics within the Fire Hawks’ domain aim to mimic actual animal movements,
permitting the prey to adapt their positions accordingly:

PRq(t + 1) = PRq(t) + (r3 ⋅ FHl − r4 ⋅ SPl(t)), l = 1, 2, . . . , n, q = 1, 2, . . . , r (6)

Here, SPl denotes the sanctuary spot under the lth Fire Hawk’s control. The external safe area for the
lth Fire Hawk is defined as:

SP = ∑
m
k=1 PRk

r
, k = 1, 2, . . . , m (7)

The modification of the prey’s position is then formalized as:

PRq(t + 1) = PRq(t) + (r5 ⋅ FHa − r6 ⋅ SP(t)), l = 1, 2, . . . , n, q = 1, 2, . . . , r (8)

This iterative refinement of solutions continues until predetermined termination criteria are met,
concluding with the best found solution Xb .

2.3 Non-Monopolize Search (NO) Algorithm
This section introduces the NO algorithm and outlines its core mathematical concepts.
The NO approach is designed based on a straightforward mechanism that aims to identify the optimal

solution efficiently. By employing a singular solution approach, it minimizes computational efforts while
striving for the most effective outcome. Thus, NO iteratively explores the optimal solution by maintaining a
sole candidate solution. The mathematical formulation of the NO approach is as follows:

Xnew( j) = rand × X(1, RP) (9)
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Here, Xnew( j) represents the jth position in the new solution vector, while rand is a random coefficient
ranging from 0 to 1. X denotes the current solution, and X(RP) refers to a randomly chosen position within
the current solution, where RP stands for a random position, selected from 1 to the number of dimensions.

Xnew( j) = X( j) − (X(SRP) × rand) × eps − (X( j) − NO) (10)

In this equation, Xnew( j) is the jth position in the newly created solution, rand is again a random value
between 0 and 1, and X( j) is the jth position of the existing solution. X(SRP) signifies a position randomly
chosen from the current solution’s positions, and eps is a negligible constant to ensure numerical stability.
SRP is a selected random position within the solution’s dimensions, and NO is an adjustable parameter
influencing the search dynamics of the proposed algorithm. The principal steps of the NO method are
summarized in Algorithm 1.

Algorithm 1: The NO algorithm procedure
1: Initialize algorithm parameters (NO,T,X).
2: Evaluate the fitness function.
3: for (t=1 toT) do
4: if (t≤ (T/2)) then
5: Xnew( j) = rand × X(1, RP)
6: else
7: Xnew( j) = X( j) − (X(SRP) × rand) × eps − (X( j) − NO)
8: end if
9: t = t + 1;
10: end for

3 Proposed FHONO-MLP Wind Power Forecasting Model
In this section, we introduce the FHONO-MLP algorithm, a new approach designed to enhance wind

forecasting capabilities through the synergistic integration of Multilayer Perceptrons (MLP) and the Fire
Hawk Optimizer with Non-Monopolize Search (FHONO) algorithm. At its core, FHONO-MLP leverages
the computational power of MLP while utilizing the optimization strengths of FHONO to refine the MLP’s
parameters, thereby improving its performance in wind forecasting tasks.

The algorithm begins by establishing the essential parameters required for experimentation. This step
involves defining key factors such as population size, maximum iterations, and parameter boundaries,
which lay a solid foundation for the optimization process. Furthermore, the dataset is carefully partitioned
into distinct training and testing subsets, ensuring a comprehensive evaluation. To foster diversity and
prevent premature convergence, the Non-Monopolize Search (NO) algorithm is seamlessly integrated into
the FHONO framework. This integration enhances the search process by infusing additional diversity,
which is crucial for avoiding local optima and enabling thorough exploration of the solution space. By
introducing localized perturbations to solutions, NO increases the algorithm’s maneuverability, helping it
escape suboptimal solutions and find better ones. Specifically, the NO algorithm’s equations are applied after
the execution of Eq. (4) in the FHONO framework. Eq. (4) governs the update of the Fire Hawks’ positions,
marking an essential step in the optimization process. Once this update is performed, the NO equations
are integrated into the process. Eq. (9) is applied in the first half of the optimization phase, while Eq. (10) is
used in the latter half. The NO introduces localized perturbations to the solutions, diversifying the search
process and preventing premature convergence. This diversification is vital for exploring the solution space
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effectively, allowing the algorithm to move beyond local optima. As a result, NO significantly enhances the
algorithm’s ability to discover superior solutions and improve overall optimization performance.

After the update process, the optimization stage begins. Each potential solution, representing a unique
set of MLP parameters, is thoroughly evaluated. The MLP is then trained using the dataset, and its
performance is assessed using the Mean Squared Error (MSE) as defined in Eq. (11). This metric quantifies
the difference between the MLP’s predicted outputs and the actual target values.

MSE = 1
N

N
∑
t=1
(yt − ŷt)2 (11)

Here, yt represents the actual wind speed at time t, ŷt denotes the corresponding predicted wind speed
by the MLP, and N denotes the total number of data points.

A lower MSE indicates better performance. With this feedback, the FHONO algorithm iteratively
refines the population, steering it toward solutions that minimize MSE and enhance forecasting accuracy.
By balancing exploration and exploitation, FHONO navigates the search space effectively. It explores
new regions to uncover potentially superior solutions while refining promising candidates based on their
fitness scores.

The optimization process continues until a specified termination criterion is met, such as reaching
the maximum number of fitness function evaluations. Once this point is reached, the algorithm outputs
the best solution found, which is the individual in the population with the lowest MSE. This optimal
solution represents the finely-tuned MLP parameters, ready to be applied to wind forecasting tasks with new
data. Fig. 1 provides a schematic representation of the proposed FHONO-MLP methodology.

Figure 1: Workflow of the proposed FHONO-MLP

4 Experiments and Results
The proposed model FHONO-MLP was compared to other models used to optimize MLP, including the

traditional FHO, Differential evolution (DE) [43], Aquila optimizer [44], Educational competition optimizer
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(ECO) [45], Newton-Raphson-based optimizer (NRO) [46], Draco lizard optimizer (DLO) [47], and the
classic MLP. Table 1 shows the parameters setting for the optimization algorithms.

Table 1: Parameter settings

Algorithm Parameters
DE pCR = 0.2, βmin = 0.2, βmax = 0.8
AO α= 0.1, δ = 0.1

FHO r1 to r4 random ∈ [0, 1]
FHONO RP ∈ [1, Dim], r1 to r4 random ∈ [0, 1]

ECO H = 0.5, G1 = 0.2, G2 = 0.1
NRO DF = 0.6
DLO I ∈ [1, 2], p ∈ [0, 1], α =1.5

4.1 Dataset Overview
In this study, the method is evaluated using four distinct wind power datasets from the La Haute Borne

wind turbines in France, specifically turbines R80711 (Dataset 1), R80721 (Dataset 2), R80736 (Dataset 3), and
R80790 (Dataset 4) (https://opendata-renewables.engie.com/explore/) (accessed on 31 January 2022). These
datasets contain wind-related measurements, specifically wind speed and absolute wind direction, recorded
over time. The wind speed data were collected from two anemometers mounted on the nacelle, along with the
overall average wind speed. Each parameter is characterized using statistical metrics, including the average,
minimum, maximum, and standard deviation. The data were collected at 10-min intervals throughout the
year 2017.

In the experiments, the datasets were preprocessed using Min-Max normalization, scaling the data to
the range of [−1, 1]. This step ensures consistent scaling and prevents features with larger magnitudes from
dominating the training process.

4.2 Evaluation Metrics
To evaluate the performance of the proposed FHONO-MLP model and its comparison methods, four

standard metrics are employed:
Root Mean Square Error (RMSE):

RMSE =

�
� 1

N

N
∑
t=1
(yt − ŷt)2 (12)

Mean Absolute Relative Error (MARE):

MARE = 1
N

N
∑
t=1
∣ yt − ŷt

yt
∣ (13)

Mean Absolute Error (MAE):

MAE = 1
N

N
∑
t=1
∣yt − ŷt ∣ (14)

https://opendata-renewables.engie.com/explore/
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Coefficient of Determination (R2):

R2 = 1 − ∑
N
t=1(yt − ŷt)2

∑N
t=1(yt − y)2

(15)

where yt represents the actual observed value, ŷt denotes the predicted value, y is the mean of the actual
observed values, and N is the total number of data samples.

4.3 Results
This section evaluates the performance of the proposed model in comparison to the other algorithms

across four datasets. For simplicity, the optimized MLP models-FHO-MLP, DE-MLP, AO-MLP, ECO-MLP,
NRO-MLP, DLO-MLP, and FHONO-MLP-will be referred to by the name of the applied optimization
algorithm (FHO, DE, AO, ECO, NRO, DLO, and FHONO).

4.3.1 Dataset 1
Table 2 presents the results of all compared models. FHONO showed strong performance, achieving

the best MARE and R2 values. ECO emerged as a competitive model, achieving the lowest MAE (0.0858)
and an RMSE (0.1144) nearly identical to FHO (0.1142). Although FHONO retained its strong position, these
results suggest that ECO provides a viable alternative under certain conditions. For the MARE measure,
FHONO outperformed all other models with a value of 1.1110, underscoring its ability to manage varying
scales effectively. NRO demonstrated a strong performance with a MARE of 1.2015, outperforming several
other models, including ECO (1.3319) and FHO (1.3577). These findings emphasize FHONO’s superior
scale management capabilities while also positioning NRO as a competitive option for scenarios involving
diverse data scales. DE and AO showed moderate performance, while MLP lagged significantly with the
highest MARE. In terms of R2, FHONO achieved the highest value (0.9624). NRO followed closely with
an R2 of 0.9612. FHO (0.9584) and ECO (0.9519) also exhibited strong R2 values, further highlighting their
potential for reliable predictive performance in the dataset. In contrast, MLP recorded the lowest R2 (0.9041),
consistent with its underperformance in other metrics.

Table 2: Results for the testing set of Dataset 1

Measure MLP FHO DE AO ECO NRO DLO FHONO
RMSE 0.1470 0.1142 0.1257 0.1281 0.1144 0.1265 0.1180 0.1171
MAE 0.1233 0.0874 0.0988 0.0935 0.0858 0.1008 0.0879 0.0911

MARE 2.2760 1.3577 1.2645 1.7238 1.3319 1.2015 1.2485 1.1110
R2 0.9041 0.9584 0.9544 0.9576 0.9519 0.9612 0.9489 0.9624

4.3.2 Dataset 2
The results of Dataset 2 are listed in Table 3. FHONO demonstrated strong performance across several

metrics, achieving the lowest RMSE (0.0941) and R2 (0.9710). However, DE outperformed FHONO in
MAE (0.0705) and MARE (0.3391), highlighting its superior performance in minimizing error and handling
scale variations. FHO also shows strong results, particularly in RMSE (0.0944), reinforcing its position as
a reliable model, though slightly behind FHONO. For MARE, FHONO achieved a competitive value of
0.3857, showcasing its ability to manage varying scales effectively. DE exhibited the best performance in MAE
with a value of 0.0705, reflecting its superior ability to minimize error and outperform the other models
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in this metric. DE also achieved the best MARE score (0.3391), positioning it as the top performer in this
measure. FHO demonstrated a MARE of 0.3638, continuing to perform reliably in this metric. AO, while
maintaining a moderate performance, recorded a higher MARE (0.4848), indicating its relative sensitivity
to scale variations when compared to other models.

Table 3: Results for the testing set of Dataset 2

Measure MLP FHO DE AO ECO NRO DLO FHONO
RMSE 0.1128 0.1080 0.0944 0.1333 0.1058 0.1013 0.1040 0.0941
MAE 0.0930 0.0850 0.0705 0.1117 0.0824 0.0782 0.0811 0.0743

MARE 1.2773 0.3638 0.3391 0.4848 0.3930 0.4640 0.4265 0.3857
R2 0.9100 0.9702 0.9635 0.9603 0.9640 0.9657 0.9652 0.9710

In terms of R2, FHONO again showed superior explanatory power with a value of 0.9710, slightly
outperforming FHO (0.9702). NRO and ECO followed closely behind, with R2 values of 0.9657 and 0.9640,
respectively. DLO also performed well in this metric (0.9652), contributing to its overall robust performance.
MLP continued to underperform with the lowest R2 value (0.9100), indicating its limitations in capturing
data patterns effectively. While FHONO continues to deliver strong overall performance, the inclusion of
other models, such as ECO, NRO, and DLO demonstrates the diversity of effective models for this dataset.
ECO performed strongly in both RMSE and MAE, while NRO demonstrated excellent generalization with
a high R2. DE’s leading performance in MAE and MARE positions it as a solid choice for minimizing error
and handling scale-sensitive datasets.

4.3.3 Dataset 3
The results of Dataset 3 are listed in Table 4. For RMSE, FHONO achieved the lowest value (0.0966),

indicating the most accurate predictions with the least deviation from the actual values. DLO followed closely
with an RMSE of 0.1026, while NRO performed similarly with an RMSE of 0.0968. AO recorded an RMSE of
0.1072, outperforming DE, which had an RMSE of 0.1194. MLP showed the highest RMSE of 0.1180, indicating
the least accuracy among the models. For MAE, FHONO again performed the best with a value of 0.0742,
closely followed by NRO with an MAE of 0.0758. FHO ranked second with an MAE of 0.0976, while AO
recorded an MAE of 0.0850. ECO exhibited an MAE of 0.0873, and DLO had an MAE of 0.0782. MLP had
the highest MAE of 0.0962.

Table 4: Results for the testing set of Dataset 3

Measure MLP FHO DE AO ECO NRO DLO FHONO
RMSE 0.1180 0.1187 0.1194 0.1072 0.1119 0.0968 0.1026 0.0966
MAE 0.0962 0.0976 0.0936 0.0850 0.0873 0.0758 0.0782 0.0742

MARE 0.9655 0.7723 0.7847 0.9628 0.7267 0.6429 0.7283 0.6662
R2 0.9426 0.9647 0.9621 0.9690 0.9651 0.9717 0.9672 0.9730

For MARE, NRO exhibited the best performance with a value of 0.6429, followed by FHONO with
0.6662. FHO achieved a MARE of 0.7723, demonstrating a competitive performance. DE recorded a MARE
of 0.7847, and DLO had a MARE of 0.7283, showing slightly better handling of scale variations than DE.
AO’s MARE of 0.9628 indicates it struggled with scale sensitivity, and MLP showed the highest MARE of



Comput Mater Contin. 2025;83(2) 2297

0.9655. Regarding R2, FHONO outperformed all models with the highest value of 0.9730, demonstrating its
superior ability to explain the variance in the dataset. FHO achieved an R2 of 0.9647, while AO followed with
0.9690. NRO (0.9717) and DLO (0.9672) also performed well in this metric. ECO recorded an R2 of 0.9651.
MLP, with the lowest R2 value of 0.9426.

Overall, FHONO demonstrated the best performance across most metrics, achieving the lowest RMSE
(0.0966), MAE (0.0742), and the highest R2 (0.9730). FHO followed closely, excelling in RMSE (0.1187) and
MAE (0.0976), with a strong R2 of 0.9647. NRO showed strong performance, excelling in R2 (0.9717) and
MARE (0.6429), while ECO performed well across the metrics, with a MARE of 0.7267. AO demonstrated
solid middle-range performance, particularly in R2 (0.9690), though it did not match the top-tier results
of FHONO or FHO. DE and DLO exhibited moderate performance, with DE struggling regarding scale
variations (MARE of 0.7847). MLP lagged behind in all metrics, particularly with the highest MARE
(0.9655).

4.3.4 Dataset 4
The evaluation results of Dataset 4 are listed in Table 5. FHONO demonstrated the best overall

performance across all measures, achieving the lowest RMSE (0.1138) and MAE (0.0899), reflecting its
superior accuracy and minimal error. FHO followed closely, with an RMSE of 0.1395 and an MAE of 0.1130,
showing strong performance, though slightly behind FHONO. DE performed well with an RMSE of 0.1184
and an MAE of 0.0924, positioning it as a solid middle performer. ECO, with an RMSE of 0.1314 and an
MAE of 0.1016, also displayed moderate accuracy, while AO (RMSE = 0.1236, MAE = 0.1090) showed a more
moderate performance. MLP, with the highest RMSE (0.1412) and MAE (0.1169), exhibited higher errors
compared to the other models.

Table 5: Results for the testing set of Dataset 4

Measure MLP FHO DE AO ECO NRO DLO FHONO
RMSE 0.1412 0.1395 0.1184 0.1236 0.1314 0.1159 0.1246 0.1138
MAE 0.1169 0.1130 0.0924 0.1090 0.1016 0.0900 0.0946 0.0899

MARE 1.5446 0.6170 0.5558 1.3193 0.5327 0.5310 0.5535 0.4875
R2 0.9079 0.9526 0.9604 0.9537 0.9416 0.9639 0.9508 0.9648

In terms of MARE, FHONO again led with the lowest MARE (0.4875), reflecting its robust ability
to handle varying scales in the data. NRO and ECO followed with MARE values of 0.5310 and 0.5327,
respectively, also performing well in this area. DE (0.5558) and FHO (0.6170) showed somewhat weaker
performance, indicating that they were less effective at managing scale variations compared to FHONO,
ECO, and NRO. AO (1.3193) and MLP (1.5446) displayed the highest MARE values.

When considering R2, FHONO achieved the highest value (0.9648), indicating the best ability to explain
the variance in the dataset. FHO also performed well with an R2 of 0.9526, reflecting its strong explanatory
power. NRO (0.9639) and DE (0.9604) showed comparable results, highlighting their capacity for effective
generalization. AO (0.9537) and DLO (0.9508) also performed decently but did not reach the top-tier results
of FHONO, FHO, or NRO. MLP lagged behind with the lowest R2 value (0.9079).

Overall, FHONO stands out as the best-performing model across all metrics in this dataset, consistently
achieving the lowest errors and highest explanatory power. FHO and DE provide solid alternatives, showing
strong performance, particularly in error minimization and R2. ECO and NRO also offer reliable results,
with ECO excelling in handling scale variations. While AO and DLO deliver middle-range performances,
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they do not reach the level of FHONO, FHO, or NRO. MLP’s performance indicates room for improvement
through optimization.

Moreover, Fig. 2 shows the average of RMSE, MAE, and R2 measures for all datasets.

Figure 2: Average of RMSE, MAE, and R2 measures

For more analysis, Fig. 3 shows the Taylor diagram for all compared methods across all employed
datasets (i.e., testing data). This figure also confirmed the superior performance of the proposed method
against the compared methods, as it obtained the nearest position to the target.

Figure 3: (Continued)
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Figure 3: Taylor diagram comparing model performance across four datasets, illustrating correlation, standard
deviation, and RMSE. The distance from the reference point indicates a prediction error

4.3.5 Statistical Test
For further analysis, Table 6 presents the results of the Friedman statistical tests. The Friedman test is

a non-parametric statistical method used to detect differences in treatments across multiple test attempts.
The p-value measures the strength of the evidence against the null hypothesis: a low p-value (typically below
0.05) suggests that the observed results are unlikely to have occurred by chance, providing evidence that one
model is significantly better than the others.

Table 6: Friedman statistical test results showing model rankings and p-values for performance metrics

MLP FHO DE AO ECO NRO DLO FHONO p-value
MAE 7.750 4.750 4.250 5.750 4.250 3.750 3.750 1.750 0.0512

MARE 8.000 4.750 4.000 7.000 3.750 2.750 4.000 1.750 0.0052
R2 1.000 5.250 3.750 4.500 3.250 6.750 3.750 7.750 0.0042

RMSE 7.750 4.250 4.250 5.750 4.750 3.500 4.250 1.500 0.0371

Table 6 confirms that FHONO outperforms all other models, achieving the best rankings in RMSE,
MAE, MARE, and R2, with a p-value of 0.0042 indicating statistical significance. FHO follows closely behind,
with competitive rankings in MAE (4.750) and RMSE (4.250), and a strong R2 ranking of 5.250. It performs
well but does not surpass FHONO in error minimization or variance explanation. NRO and ECO perform
similarly, with NRO ranking best in R2 (3.750) and ECO excelling in MARE (3.750). DE and DLO show
moderate performance, with DE ranking 4.250 in both MAE and RMSE, while DLO ranks 4.250 in RMSE.
MLP ranks the lowest in almost all metrics, with the highest rankings in MAE (7.750) and MARE (8.000).
Overall, the results validate the superiority of FHONO, with FHO as a strong alternative. ECO and NRO
demonstrate strengths in specific areas but are outperformed by FHONO.

Overall, FHONO stands out as the most robust model in the experiments, excelling in RMSE, MAE,
and R2, although it exhibits slight inconsistencies in explaining variance. FHO closely follows, showing
competitive performance, especially in R2. ECO and NRO each perform well in specific areas-ECO excels
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in MARE, while NRO performs well in R2-but both are ultimately outperformed by FHONO. DE and DLO
show moderate performance, although they lack the consistency observed in FHONO and FHO.

5 Conclusion
In this study, we presented an efficient approach for forecasting wind power using an optimized

Multilayer Perceptron (MLP). This advancement stems from integrating a new modified metaheuristic called
FHONO, a modified version of the Fire Hawk Optimizer (FHO) based on the Non-Monopolize Search (NO)
algorithm. The enhancement focuses on enhancing the traditional FHO’s exploratory capabilities to address
its inherent search constraints. The core innovation of the FHONO-MLP methodology lies in employing the
FHONO to refine the MLP parameters, thereby elevating its predictive precision. To assess the efficacy of the
FHONO-MLP, we conducted comparative analyses against a spectrum of optimization algorithms, including
the original FHO, DE, AO, ECO, NRO, DLO, and the conventional MLP. The results demonstrate that the
MLP model, when optimized by the FHNO, surpasses its counterparts in performance metrics. The findings
underscored the FHONO role as a potent optimization tool that enhances the forecasting performance of
the MLP. Given its demonstrated efficacy, future work could investigate the potential of FHONO to optimize
a broader range of complex problems, including deep learning model training, feature selection, machine
scheduling, image processing, and other advanced applications. Additionally, future work could investigate
the integration of additional optimization techniques to enhance the performance of MMLPs and other
neural network models, particularly for time series analysis and forecasting.
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