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ABSTRACT: Processing police incident data in public security involves complex natural language processing (NLP)
tasks, including information extraction. This data contains extensive entity information—such as people, locations, and
events—while also involving reasoning tasks like personnel classification, relationship judgment, and implicit inference.
Moreover, utilizing models for extracting information from police incident data poses a significant challenge—data
scarcity, which limits the effectiveness of traditional rule-based and machine-learning methods. To address these,
we propose TIPS. In collaboration with public security experts, we used de-identified police incident data to create
templates that enable large language models (LLMs) to populate data slots and generate simulated data, enhancing data
density and diversity. We then designed schemas to efficiently manage complex extraction and reasoning tasks, con-
structing a high-quality dataset and fine-tuning multiple open-source LLMs. Experiments showed that the fine-tuned
ChatGLM-4-9B model achieved an F1 score of 87.14%, nearly 30% higher than the base model, significantly reducing
error rates. Manual corrections further improved performance by 9.39%. This study demonstrates that combining large-
scale pre-trained models with limited high-quality domain-specific data can greatly enhance information extraction in
low-resource environments, offering a new approach for intelligent public security applications.
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1 Introduction
The rapid advancement of information technology, marked by faster information dissemination,

exponential data growth, and increasingly diverse forms of crime, has introduced intricate challenges to
public security governance. Big data and artificial intelligence have emerged as indispensable tools for
tackling the complexities of massive policing data, offering robust support for the development of intelligent
policing systems. In public security operations, precise management of policing data is crucial for achieving
efficient performance. Currently, the diversification and accessibility of reporting channels allow police
to input substantial volumes of incident data into internal systems on a daily basis. While this improves
the comprehensiveness of incident data collection, it also results in rapid data expansion, unstructured
content, and inconsistent quality. These challenges complicate manual filtering and information extraction,
potentially delaying analysis or leading to omissions, which in turn impact the efficiency of police operations
and the accuracy of decision-making. These incident reports primarily consist of unstructured natural
language text, encompassing key information such as individuals, events, objects, time, locations, and their
interrelated connections. Efficiently and accurately extracting key information from incident data serves as
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a solid foundation for decision support in subsequent tasks, including incident analysis, risk assessment,
and command and dispatch. Therefore, Leveraging information technology to extract key information from
police incident data and facilitate efficient comprehension of large-scale text is essential for strengthening
policing capabilities.

Information extraction refers to extracting valuable information from data of various sources and
structures [1]. Its core objective is to transform unstructured or semi-structured data into structured data
for more effective storage, management, and utilization [2,3]. Traditional small-scale deep learning models
for information extraction perform well after learning features from large-scale, high-quality data [4–6].
However, their performance often declines in specific domains with scarce data resources [7,8]. In public
security, the sensitivity and confidentiality of business data require strict protection regulations, limiting
real data use to internal police networks. This poses challenges for obtaining specialized data. And even
when relevant data is obtained, the high data requirements of traditional models compel researchers to
perform extensive fieldwork, such as manual preprocessing and annotation, which is both time-consuming
and labor-intensive. As a result, publicly available annotated data in the public security domain is highly
limited. This makes traditional information extraction models, which rely on large volumes of high-quality
data, inefficient for information extraction tasks in low-resource environments. For example, these models
often struggle to fully capture domain-specific knowledge and are prone to overfitting on limited datasets [9].

Moreover, traditional information extraction models primarily focus on a single task, such as named
entity recognition (NER) [10,11], relation extraction (RE) [12,13], or event extraction (EE) [14,15]. While some
studies have combined two tasks [16,17], they face challenges such as increased model complexity and higher
training costs. The complexity arises from the intricate interactions between tasks—e.g., event triggers may
depend on recognized entities, while relation extraction relies on connections between entities—making
research on integrating all three tasks both limited and difficult to generalize. In the public security domain,
data contains rich and critical case information, including entities (e.g., people and objects), relationships
(e.g., person-object and person-person), and event elements (e.g., time, location, and human-event rela-
tionships). Existing single-task and joint extraction models fail to fully and efficiently meet the demands
of comprehensive information extraction in this context. In conclusion, traditional information extraction
models encounter significant challenges in processing data within the public security domain: (1) Limited
ability to learn domain-specific knowledge under low-resource conditions. Public security data often
contains highly fine-grained information, and training on small datasets frequently results in overfitting.
(2) Inefficiency in addressing the information-intensive demands. On one hand, public security data is
inherently dense, requiring the simultaneous extraction of diverse entities, relationships, and events, which
is rarely achieved by traditional models. On the other hand, existing joint extraction models involve high
training costs and are difficult to generalize, further hindering their practical application. Therefore, in low-
resource and restricted data environments, employing traditional models for joint information extraction in
the public security domain presents significant challenges.

To address the challenges faced by traditional information extraction models, this study introduces a
template-based synthetic dataset and employs a method that combines domain-specific extraction frame-
works with LoRA [18] technology to fine-tune large language models for information extraction in the public
security domain:

1. Leveraging LLMs for Low-Resource Extraction: To address the limitations of traditional neural
networks in low-resource scenarios, this study utilizes LLMs fine-tuned with advanced techniques
for information extraction in the public security domain. With their robust language comprehension
capabilities, LLMs can effectively adapt to task-specific requirements using minimal domain-specific
data, while exhibiting strong generalization on unseen data.
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2. Construction of a Realistic Joint Extraction Dataset: To mitigate the scarcity of sharable data
resources in the public security domain, this study generates simulated data grounded in realistic
incident scenarios and constructs a joint extraction dataset through human-machine collaboration.
The dataset incorporates tasks such as named entity recognition, relation extraction, and event
extraction, facilitating LoRA fine-tuning of the model. By leveraging the joint dataset alongside the
reasoning capabilities of large language models, this approach enables multi-task joint extraction of
police information, efficiently producing domain-specific extraction models with minimal data and
computational resources.

3. Domain-Enhanced Controlled Information Extraction: To address the complex requirements of
information extraction in police operations, this paper proposes a domain-specific extraction schema
based on prompt engineering. The schema includes entities, attributes, and relationships commonly
found in public security incidents, such as the reporter’s name and ID card number. It allows for the
addition or removal of extraction targets via prompts, enabling the model to transfer its extraction
capabilities to similar data and ensuring scalability. By incorporating the schema into input prompts, the
approach enhances the model’s comprehension of professional texts and enables controlled generative
information extraction.

4. Application in Practical Police Operations: The joint dataset construction method and extraction
framework proposed in this paper have been implemented in the big data system of a specific city’s pub-
lic security department. They enable the extraction of entities, attributes, and relationships from diverse
data sources such as police incident records and public opinion information. The extracted results are
used for data analysis and the construction of knowledge graphs related to public security incidents,
offering practical support to frontline police officers in evaluating and analyzing such incidents.

2 Related Work
With the continuous development of the concept of intelligent public security, information extrac-

tion [19], as a prerequisite for understanding and analyzing public security incidents, has gradually gained
attention. Many studies have developed methods for public security information extraction based on artificial
intelligence technology [20–22]. As early as 2008, Ku et al. [23] developed an information extraction system
by combining the principles of natural language processing and cognitive interviewing, aiming at extracting
crime-related information from police and eyewitness narratives. In recent years, with the development of
language models, research on information extraction based on the BERT model has become mainstream.
Deng et al. [24] proposed a BERT-based [25] GRU-CRF [26,27] model for entity extraction in drug-related
and money transfer incidents, achieving SOTA compared to DMCNN [28]; Cui et al. [29] designed a BERT-
BiGRU-SelfAtt-CRF model for police entity recognition, achieving optimal F1 on a public dataset; Zhao
et al. [30] utilized BERT to encode semantic information and target entities, applied a GCN to model
dependency graphs of relationship labels, and successfully extracted relationships in police events.

Traditional AI models (such as BERT and CRF) still face challenges in the application of police data
processing. For instance, these methods have poor scalability when dealing with large-scale data, rely heavily
on a large amount of annotated data, and perform inadequately when handling highly specialized domain-
specific language. With advancements in LLMs, large-scale models like GPT3.5 [31] have demonstrated
exceptional language understanding and generation capabilities, excelling in downstream tasks such as
machine translation, reading comprehension, and intelligent customer service [32–34]. At the same time,
recent studies have proposed LLM-based methods for information extraction [35], which can achieve
good extraction results without the need for full-volume parameter training or only through prompt word
engineering [36–39].
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Therefore, studying LLM-based information extraction methods in public security is crucial, as their
advancements can greatly enhance extraction accuracy and efficiency. This study aims to develop an efficient
method for applying LLMs to public security, overcoming the limitations of traditional models and providing
intelligent tools to improve police response speed and decision-making quality. Through in-depth research,
this method is expected to significantly improve information extraction and lay a technical foundation for
intelligent public security.

3 Methodology
For information extraction in the public security field, this paper proposes a joint information extraction

method based on LLMs. By leveraging the advanced text comprehension and generation capabilities of LLM,
combined with model fine-tuning techniques, a domain-specific LLM is developed to extract various types
of key information from police incident data. As shown in Fig. 1, the process begins with strictly anonymized
real police data, used in a human-machine collaborative manner to generate simulated incident data for
building a joint extraction dataset. A computationally efficient and deployable model is then selected and
fine-tuned using this dataset to better align with the public security domain. Prompt engineering is applied
to activate the model’s extraction capabilities, with domain-specific prompts and templates constraining its
generative output. Finally, unstructured police incident data is input into the trained model, which outputs
structured key information.

Figure 1: Framework of TIPS. It consists of three main modules: Dataset construction, model selection and fine-tuning,
and prompt designing. The entire process includes six steps as shown in the figure, where Step 2 constitutes the prompt
designing module. The same prompt templates are used during both dataset construction and model inference

3.1 Dataset Construction
In this paper, we constructed a police text extraction dataset comprising 1000 entries across various

case categories, including marriage and family, neighborhood disputes, consumption, property, land, labor



Comput Mater Contin. 2025;83(2) 2559

disputes, traffic accidents, intellectual property, contracts, telecommunication fraud, theft, and more. The
dataset construction process is illustrated in Fig. 2.

Figure 2: Process of dataset construction. One hundred real police data from a specific city (Sources) undergo
desensitization and manual rewriting during the preprocessing. Through template construction, slot filling, and data
extension, 1000 synthetic yet realistically styled police cases are generated (Generation). The relevant data is then labeled
via collaboration between large language models and human annotators, involving the design of schema and prompts,
as well as the correctness verification of automated labeling (Labeling). The final dataset consists of 1000 high-quality
synthetic police incident records for information extraction, supporting research in information extraction within the
public security domain (Dataset)

To ensure data validity while adhering to privacy protection requirements and data export regulations,
we conducted an on-site investigation of a municipal police incident database, as shown in the Sources
section. Guided by police officers, we analyzed the structure and style of incident records and carefully
selected 100 real police incident cases from the database. The selection was based on two main criteria:
(1) Case Types: The accessible data was limited to civil cases. Following guidance from legal experts, we
referred to 17 categories of civil disputes and selected representative cases for each category. Cases that
did not fit these categories were classified as “Other”. (2) Text Characteristics: Incident records varied in
length, information density, and content. While personal privacy information was consistently recorded,
other details depended on the complexity of the incident and the reporter’s ability to provide information.
Additionally, slight stylistic differences arose due to variations in individual recorders’ styles. Considering
these factors, we selected cases representing variations in text length, information density, and recording
style to ensure a diverse and comprehensive dataset. Subsequently, we anonymized personal information in
the selected records and manually rewrote event details to ensure significant differences from the original
cases, guaranteeing that the exported data did not represent real incidents. These 100 records were then
used as templates, with key fields blanked out and target slots designed. The templates were input into a
closed-source LLM, guided to fill in the blanksand generate realistic but fictitious police incident data. Each
generated record was further used as input to create ten additional records with similar styles, resulting in
1000 valid and exportable records. Then all records were manually reviewed for logical consistency, and any
invalid data was carefully corrected.

To address concerns about dataset diversity and complexity, we acknowledge that the synthetic dataset
may not fully represent real-world police reports. Due to the sensitive nature of police data, obtaining
large amounts of desensitized data requires lengthy approval processes, which could not be secured within
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the current timeframe. Future work will focus on expanding the dataset by incorporating records from
diverse regions and incident types through collaboration with multiple police departments and advanced
data augmentation techniques, ensuring a more comprehensive representation of real-world scenarios.

After constructing the valid incident dataset, we invited frontline police officers and police academy
cadets to confirm the extraction requirements and develop an information extraction schema. This schema
includes fields for the names, ID numbers, contact information, addresses, and birthplaces of the reporter,
disputants, and responding officers, as well as related case information such as dispute parties and the time of
the report. The extraction process encompasses not only entity extraction (e.g., names, ID numbers, contact
information) but also relation extraction (e.g., associations between reporters and disputants, or between ID
numbers and reporters) and event extraction (e.g., identifying reporters, case occurrence times, locations,
and related event elements). Consequently, the dataset generated based on this schema is designed to train
models capable of performing joint extraction of entities, relations, and events. To reduce labor and time
costs, the data annotation process adopts a human-machine collaborative approach. First, prompt words for
the extraction schema (outlined in Section 3.3) were designed to guide the closed-source LLMs in labeling
1000 raw data entries. The output dataset was then manually reviewed to verify the accuracy of the labeling
and correct any errors. This approach effectively reduces manual effort while ensuring the accuracy of the
annotations. Examples of the generated dataset are shown in Fig. A1.

3.2 Model Fine-Tuning
In the current wave of artificial intelligence, various types of LLMs are competing. Since the introduction

and popularity of ChatGPT, similar models have emerged, demonstrating superior performance across
domains. Despite the impressive performance of LLMs, there remains significant room for improvement
in specific industries and tasks. To achieve optimal performance, fine-tuning is essential for task-specific
adaptation. This process not only enables deeper domain understanding but also improves resource efficiency
to meet application demands. Unlike traditional comprehensive fine-tuning, which is resource-intensive
due to LLMs’ large parameter counts, full fine-tuning requires substantial computational power, as well as
significant time and cost. Therefore, under constrained resources, adopting efficient fine-tuning strategies is
crucial for specific downstream tasks.

In this study, we employ LoRA technology to fine-tune the selected base model for specialized
information extraction tasks in the public security domain. LoRA fine-tuning technology works by freezing
the pre-trained model’s weights and introducing two matrices to replace the parameters. Thus, during fine-
tuning, only these two matrices are updated. By leveraging low-rank decomposition to simulate parameter
changes, LoRA enables efficient training with minimal parameter updates.

3.3 Prompt Designing
In both Sections 3.1 and 3.3 of this paper, a prompt template designed for information extraction in the

public security domain is utilized. This prompt template guides information extraction as a generative task,
constraining the model’s output to ensure controllability and structured extraction of key information from
unstructured police incident text. To meet these requirements, the prompt template is tailored to the practical
needs of public security scenarios, providing a framework for extracting information and enhancing the
accuracy of domain-specific extraction by the fine-tuned LLM.

The prompt template contains five components: Roles, Skills, Functions, Schema, and Police incident
text. The Role module instructs the model to act as an extractor specialized in public security information.
The Skills module highlights the key capabilities required for the role, activating them to effectively process
relevant data. The Function module defines additional requirements, such as output format and exception
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handling, ensuring accurate content generation. The Schema module provides a predefined framework for
extracting information so the model can adhere to user-specified requirements. Finally, the Text module
contains the input text for extraction. The design framework for the prompt template is illustrated in Fig. 3,
showcasing its role in guiding and constraining generative extraction.

Figure 3: Prompt Template Design Framework. The framework for the prompt template, as shown in the figure,
includes three parts: Instructions, Schema, and Text. The prompt template is input into the fine-tuned LLM, which then
outputs the extraction results

4 Experiments

4.1 Baseline and Metrics
Considering our task is centered on natural language understanding and structured text generation, we

tend to choose the currently known powerful models for testing. Additionally, since our task requires JSON
format output, models with better instruction-following abilities are anticipated to yield superior results.
Thus, we have selected the following models for our experiment:

1. Qwen2-7B-Instrcut [40] is the new series of Qwen large language models.
2. GLM-4-9B-Chat [41] is the open-source version of the latest generation of pre-trained models in the

GLM-4 series launched by Zhipu AI, claimed to have shown superior performance beyond LlaMA-3-8B.
3. Meta-Llama-3-8B-Instruct [42] is the next iteration of the open-access Llama family, with a context

length of 8K tokens.
4. Mistral-7B-Instruct-v0.3 [43] is an instruct fine-tuned version of the Mistral-7B-v0.3.

We also utilize various methods to evaluate the performance of the fine-tuned models. Initially, we apply
standard similarity metrics used in NLP tasks, such as BLEU [44] and ROUGE [45], to qualitatively assess the
extraction results, offering a preliminary evaluation of the overall performance. Subsequently, we conduct
quantitative analysis on fields, calculating metrics like F1 [46] to provide a comprehensive assessment of the
fine-tuned model’s capabilities. During quantitative testing, the model’s output may contain various errors,
which we addressed as follows:
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1. The model, in addition to outputting JSON, also produced some textual content. We considered this as
not fully adhering to the given instructions. However, if the text contains extractable and processable
information, it is still acceptable. Therefore, we attempt to extract the required JSON text through format
matching. If extraction fails, we generate fake JSON data filled with the <FAKE> identifier. Regardless
of the success of the extraction, it will be recorded as an Extra Text error.

2. The model outputted the required JSON but missed some keys (Missing Keys) or added extra keys (Extra
Keys). We filled in the missing keys with <PADDING> identifier and removed the additional keys added
by the model.

3. The model outputted JSON, but some keys had incorrect types (Wrong Type). We corrected these and
filled the gaps with <PADDING> identifier.

These errors are also documented in evaluating the model’s performance.

4.2 Experiments Setup
All experiments are conducted on Ubuntu 20.04 with 2 Intel Xeon Gold 5520 CPUs, and 8 NVIDIA

Tesla V100 32 GB GPUs, using LLaMA-Factory [47] as the primary fine-tuning framework.
In the process of Lora fine-tuning, we utilize AdamW [48] as the optimizer, with a learning rate of 5e-5,

5 epochs, and a batch size of 2. In the evaluation phase, we set the temperature to 0.3–0.8 and top-p to 0.6–0.8
to assess the model’s output under various conditions.

In the process of constructing our dataset, we initially utilized a powerful LLM to automatically annotate
the data, resulting in what we refer to as Generated Dataset. This dataset was subsequently divided into
training and testing subsets at a ratio of 0.85:0.15 to facilitate model training and evaluation. Following the
automatic annotation, we meticulously conducted a manual verification of the annotations generated by the
LLM, reviewing them one by one to ensure accuracy and correctness. This rigorous process led to the creation
of a Verified Dataset, which reflects a higher degree of accuracy and reliability. During fine-tuning, we used
10% of the training set as the validation set to ensure better fine-tuning results. All evaluations are conducted
on the verified test set.

4.3 Results Analysis
We first conducted an in-depth analysis of the temperature and top-p parameters using the Qwen2

model, which was chosen as a representative model for our experiments to determine the optimal settings
for maximizing the quality of generated outputs. As illustrated by the data presented in Table 1, we observed
that the model achieved near-optimal performance when the temperature parameter was set to 0.5 and the
top-p parameter was configured at 0.8. These settings closely align with the objectives of our specific tasks.

In tasks where LLMs are employed to extract information and produce structured outputs, it is crucial
to ensure that the generated content is not only stable and consistent but also retains a sufficient level
of diversity. The combination of a temperature of 0.5 and a top-p of 0.8 successfully strikes a balance
between these requirements, leading to improved overall performance in our tests. Consequently, in all
subsequent comparative analyses, we have consistently utilized these parameters to maintain the desired
quality of generation.

Table 2 presents a detailed comparison of the results obtained from the four models both before and
after the fine-tuning process, with the best-performing results highlighted in bold for clarity.
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Table 1: Performance metrics for different temperature and Top-p values. Bold values indicate the highest scores under
specific parameter combinations

Top-p Temperature Metrics

BLEU-4 ROUGE-l F1
0.6 0.3 93.83 95.77 81.81
0.7 94.71 96.32 83.31

0.8

0.3 94.83 96.44 83.79
0.4 94.22 96.13 84.13
0.5 94.75 96.34 84.75
0.6 91.85 95.02 81.50
0.7 93.16 95.40 82.23
0.8 92.85 95.33 82.71

Table 2: Performance metrics and errors for different models. Bold values denote the best performance of base models
and SFT models

Models Metrics Errors

BLEU-4 ROUGE-l F1 Extra text Missing keys Extra keys Wrong type

Base

Mistral 58.34 67.60 47.33 106 765 183 0
LLaMA3 60.77 68.17 61.46 144 1001 68 4
Qwen2 51.83 69.13 41.06 0 2271 137 15
GLM-4 47.33 71.11 60.17 0 1529 75 17

SFT

Mistral 91.32 94.68 82.32 0 1 1 0
LLaMA3 92.84 95.70 84.58 0 0 0 0
Qwen2 94.75 96.34 84.75 0 0 0 0
GLM-4 94.61 96.62 87.14 0 0 0 0

Before fine-tuning, the outputs generated by LLaMA3 for all entries in the test set were not limited to
the expected JSON format; instead, they included additional, unintended text elements. A similar issue was
observed with the Mistral model, although this problem was somewhat less pronounced in comparison to
LLaMA3. In contrast, both Qwen2 and GLM-4 models consistently succeeded in generating outputs strictly
in the JSON format, without any extraneous text. We believe this superior performance can be attributed
to the stronger support for the Chinese language provided by Qwen2 and GLM-4, which stems from their
significantly larger and more comprehensive Chinese-language training datasets. These datasets enhance the
models’ understanding and compliance with Chinese-language instructions.

However, it is also worth noting that, possibly due to the inherent limitations of the models, Qwen2 and
GLM-4 demonstrated slightly lower performance compared to LLaMA3 and Mistral when it came to the
specialized task of extracting information from police report data. Among these two, GLM-4 outperformed
Qwen2, a result that can be attributed to its larger parameter size.

After fine-tuning the models with domain-specific data, we observed a notable change characterized
by a significant reduction in the number of errors across all models. Despite this improvement, the Mistral
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model still exhibited a minor error. Upon closer inspection and verification, it was identified that one of
Mistral’s outputs had “ID number” replaced with “ID card number.” These two terms are nearly identical
when translated into Chinese, suggesting that Mistral’s proficiency and understanding of nuanced language
differences in Chinese require further enhancement.

Further analysis of the specific evaluation metrics revealed that the Qwen2 model’s F1 score experienced
a remarkable increase of approximately 43%, demonstrating substantial gains in performance. Meanwhile,
the other three models also showed notable improvements, with increases ranging from 25% to 35%. Among
the models tested, GLM-4, which has the largest parameter size, achieved the highest performance level,
with Qwen2 coming in as a close second. This performance hierarchy indicates that even minimal adaptation
using domain-specific data can substantially enhance the models’ abilities in information extraction tasks.
These findings indirectly reflect the high quality and relevance of the dataset used for fine-tuning, as it
effectively contributed to the models’ improved performance.

Moreover, we calculated the F1 score for each field individually to conduct a more detailed investigation
into the specific areas where the models underperformed. The results of this analysis are presented in Fig. 4.
Among the fields analyzed, the “Job Title” field exhibited the lowest performance, with an F1 score of
approximately 0.4. We hypothesize that this low score is primarily due to the limited presence of job title
information in the training set, as most entries did not explicitly mention the dispatcher’s job title.
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Figure 4: F1 scores by fields for different models

Similarly, as demonstrated in Table 3, fields such as “Ethnicity,” “Native Place”, “Police Number”, and
“Marital Status” are relatively scarce in the dataset, much like the “Job Title” field. The model generally
exhibits poor performance when extracting these types of attributes, with the notable exception of the “Police
Number”. The model shows exceptional accuracy in extracting the “Police Number”, which can be attributed
to the fact that this attribute is typically represented as a distinct 6-digit numerical sequence. Such a pattern
is relatively straightforward for the model to identify and recognize due to its unique numerical structure.
Other fields that share similar characteristics, such as “ID Number”, “Phone Number”, and “Report Time”,
also demonstrate higher extraction performance.
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Table 3: Statistics of the number of each field in the training set

Fields Counts Fields Counts
Police Number 243 Registered Address 646

Job Title 445 Current Address 742
Name 2386 Marital Status 221

ID Number 1718 Phone Number 1533
Native Place 111 Dispute Party 1485

Ethnicity 432 Report Time 811

However, for the “Dispute Party” field, despite having a relatively ample amount of data in the training
set, the model’s performance in extracting this information remains relatively poor. During this verification
process, we discovered that extracting information for the “Dispute Party” field is not a straightforward task;
rather, it involves a degree of reasoning and inference. For example, in the sentence “Alice insists on selling
the house, but Bob refuses to leave,” the fact that Alice and Bob are parties to a dispute is not explicitly
stated. However, it can be logically inferred that they are in conflict over the decision to sell the house. This
requirement for reasoning applies similarly to the “Marital Status” field. For a detailed analysis of this issue,
please refer to the case study in Appendix B. In essence, these fields require the model to go beyond simple
NER tasks and exhibit more advanced reasoning capabilities, which is why their performance is noticeably
lower compared to fields involving more straightforward information extraction.

4.4 Ablation Study
We performed fine-tuning on the Qwen2-7B-Instruct model using both the training sets derived from

the Generated Dataset and Verified Dataset as mentioned in Section 4.2, employing the same parameter
settings for consistency. The performance of these fine-tuned models was evaluated using the verified test
set, with the results presented in Table 4.

Table 4: F1 scores comparison of Qwen2 fine-tuned on two datasets. Bold “Overall” value (84.75) reflects the optimal
F1 achieved using the verified training set, showing a 9.39-point improvement over the generated training set (75.36)

Fields Generated train set Verified train set Improvement
Police Number 89.32 94.71 5.39

Job Title 41.10 42.91 1.80
Name 82.91 91.00 8.09

ID Number 82.19 91.24 9.04
Native Place 35.44 49.23 13.79

Ethnicity 66.88 73.39 6.51
Registered Address 64.60 77.11 12.51

Current Address 59.63 72.57 12.94
Marital Status 28.39 36.41 8.01

Phone Number 76.90 87.91 11.01
Dispute Party 56.96 66.00 9.04
Report Time 92.29 97.38 5.09

Overall 75.36 84.75 9.39
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The results clearly indicate that the Qwen2 model fine-tuned on the manually verified dataset exhibits
a significant improvement in performance, with an overall increase of approximately 10% in evaluation
metrics. This finding underscores the fact that our task presents certain complexities that even powerful
LLMs may struggle to fully address. Moreover, it highlights that datasets generated by these models are not
infallible and can contain errors or inconsistencies. Therefore, the manual verification and correction of
training data are critical steps in enhancing the accuracy and reliability of information extraction models,
particularly when these models are applied in practical, real-world scenarios.

5 Conclusion
This paper proposes the TIPS, which uses a template-based synthetic dataset to perform LoRA fine-

tuning on large language models and conducts joint extraction tasks based on the carefully designed
extraction scheme. It enables complex multi-task information extraction in real-world scenarios and offers
a viable solution for efficient information extraction in low-resource environments. Experiments show that,
after fine-tuning with limited public security data, the model’s information extraction capability significantly
improved. Moreover, manual validation showed a 9.39% increase in overall F1 score, with GLM-4 achieving
the highest performance at 87.14%. For basic fields like police ID numbers, the F1 score reached 94.71%,
while low-resource fields such as job titles remained lower at 42.91%, underscoring the need for further
optimization in these fields.

The experimental results highlight the strong potential of LLMs in public security information extrac-
tion. Fine-tuning with domain-specific data significantly improves accuracy, adaptability, and robustness,
providing crucial technical support for intelligent public security systems. The proposed method has been
successfully deployed in a city’s public security big data system, enabling entity, attribute, and relationship
extraction from multi-source data such as alarm records and public opinion information. These results have
been applied to public security incident analysis and knowledge graph construction. Future research will
focus on enhancing data diversity (e.g., low-resource fields like Job Title with only 445 instances), extending
TIPS to dynamic event reasoning (e.g., predicting escalation risks from dispute patterns), and refining
prompt templates to improve implicit relationship reasoning.
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Nomenclature
NLP Natural Language Processing
IE Information Extraction
LLM Large Language Model
LoRA Low-Rank Adaptation
NER Named Entity Recognition

Appendix A. Dataset Sample Display
Fig. A1 presents two examples from the dataset used in this study, including the original Chinese version

and the translated English version. Each example consists of a sample and its corresponding labels. The model
generates the labels based on the samples, following instructions and an extraction schema, which are then
manually verified for accuracy.

Figure A1: Dataset samples and corresponding labels
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Appendix B. Case Study
The evaluation results presented in this appendix were obtained using our fine-tuned ChatGLM4-9B

model. Here is the original police report text, label, and prediction results.

At 12:10 PM on January 8, 2023, Li Lei (male, ID number: 610202199006188888, address: No. 888,
Zhujiang New Town, Tianhe District, Guangzhou City, contact number: 13888889999) reported that he
had purchased a mobile phone and discovered that the WeChat Pay on the device had been maliciously
tampered with, leading to the leakage of his personal information. He provided the download link
for the app: http://www.wechat.com. Zhao Li (female, ID number: 330203199504087890, address: No.
36, Renmin Avenue, Yuexiu District, Guangzhou City, contact number: 13987654321) is one of the
developers of the involved app and has been listed as a suspect. This is a case of an information leakage
dispute related to an app.

Listing A1: Label

http://www.wechat.com
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Listing A2: Prediction Results of ChatGLM-4-9B model

The evaluation results demonstrate that our fine-tuned ChatGLM4-9B model is highly effective at
extracting explicit personal information from the police report. Key details such as names, ID numbers,
addresses, and phone numbers were accurately extracted, highlighting the model’s proficiency in entity
extraction. This level of performance aligns with traditional information extraction tasks.

However, our task goes beyond traditional information extraction tasks, including both entity extraction
and the more complex relationship and event extraction. While traditional systems focus on identifying
entities and their relationships, our task requires a deeper level of reasoning. Specifically, it involves
understanding and classifying the roles of the entities (e.g., identifying who the reporter is, who the dispute
parties are), inferring their relationships, and interpreting how these relationships evolve in the context of the
situation. This represents a significant shift from traditional methods, which typically operate on surface-level
entity relationships and event extraction without necessarily interpreting the broader context.

For example, in the provided police report, Zhao Li is misclassified as a “Related Person” rather than
a “Dispute Party.” This misclassification arises from the model’s inability to infer the deeper relationships
between the entities. While traditional information extraction systems can identify that Zhao Li is mentioned
in the report, they might not capture the implicit relationship that Zhao Li is a key figure in the dispute. This
failure to properly classify the dispute parties leads to errors in identifying the correct entities involved in
the event, which in turn distorts the overall understanding of the situation.

Thus, the challenge we face is not merely one of extracting relationships between entities but of
reasoning about these relationships in the context of a broader narrative. Our task involves the complex
interplay of entity classification, relationship inference, and contextual understanding. While traditional
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information extraction may rely on pattern matching and rule-based classification, our task requires deeper
comprehension and reasoning, as it involves understanding not only the entities but also the underlying
relationships that shape their roles within the context of the event.
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