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ABSTRACT: With the rapid growth of social media, the spread of fake news has become a growing problem, misleading
the public and causing significant harm. As social media content is often composed of both images and text, the use
of multimodal approaches for fake news detection has gained significant attention. To solve the problems existing
in previous multi-modal fake news detection algorithms, such as insufficient feature extraction and insufficient use
of semantic relations between modes, this paper proposes the MFFFND-Co (Multimodal Feature Fusion Fake News
Detection with Co-Attention Block) model. First, the model deeply explores the textual content, image content,
and frequency domain features. Then, it employs a Co-Attention mechanism for cross-modal fusion. Additionally, a
semantic consistency detection module is designed to quantify semantic deviations, thereby enhancing the performance
of fake news detection. Experimentally verified on two commonly used datasets, Twitter and Weibo, the model achieved
F1 scores of 90.0% and 94.0%, respectively, significantly outperforming the pre-modified MFFFND (Multimodal
Feature Fusion Fake News Detection with Attention Block) model and surpassing other baseline models. This improves
the accuracy of detecting fake information in artificial intelligence detection and engineering software detection.
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1 Introduction

With the rise of the Internet and mobile devices, social media has become the primary platform for
sharing and accessing information. Weibo, China’s leading social media platform, has 550 million monthly
active users, while Twitter and Facebook have approximately 3 billion active users worldwide [1-3]. Many
fake news is deliberately created to attract attention, serve economic interests, or pursue political agendas. If
not controlled, they could lead to economic losses and social unrest [4-6]. Information on social platforms
has quickly evolved from plain text to a mix of text and images. In recent years, short video content has also
grown. This shows that social media news is shifting towards a multimodal trend [7,8]. Therefore, research
on multimodal fake news detection on social platforms has become increasingly urgent and important,
attracting the attention of many leading researchers.

Jinetal. [9] and Singhal et al. [10] proposed attRNN and MKEMN, respectively. However, both methods
require extensive background information, making them unsuitable for verifying authenticity before news
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publication. Wang et al. [11] proposed the EANN framework, which uses image-text feature linking for
basic cross-modal feature complementation. MCAN was proposed by Wu et al. [12], which stacks multiple
attention layers to mine the relationship between text and vision, but it ignores the semantic relationship
between modalities. The CAFE model introduced by Chen et al. [13] adaptively fuses single-modal and cross-
modal features using cross-modal ambiguity, but it does not account for the frequency domain information
of the modalities. In the area of multimodal fake news detection, the research mentioned above has advanced
by implementing cutting-edge feature extraction, fusion methods, and model optimization strategies. These
advancements have enhanced the accuracy and robustness of fake news detection, but they still have the
following limitations:

(1) The problem of fewer modal features is considered, such as only focusing on content level features
and ignoring fake features at the physical level.

(2) During the feature extraction and fusion of modalities like text and image, the semantic relationship
between different modalities has not been deeply explored.

Based on this, this paper proposes the MFFFND-Co model, which integrates three multimodal features,
namely text content, image content, and image frequency domain features. This paper investigates the
semantic alignment between text and image content, optimizing multimodal feature integration to boost
fake news detection effectiveness. The key contributions of this study are as follows:

(1) To address the issue of limited features in multimodal fake news detection, this paper incorporates
frequency domain features of images to enhance detection accuracy.

(2) On the basis of fully integrating the information of each modality, the ambiguity calculation between
images and texts is carried out, the semantic relationship between modalities is mined, and the efficiency of
fake news detection is optimized through semantic deviation.

(3) In this paper, we propose the MFFFND-Co model, which comprehensively considers multi-scale
features and calculates cross-modal ambiguity to verify the authenticity of news.

2 Related Work

Multimodal fake news detection integrates information from various modalities to identify fake news.
Jin et al. [9] proposed the att-RNN, which employs a recurrent neural network with an attention mechanism
to simultaneously process image, text, and social context information, then combines these features for
authenticity classification. However, the social context features in their model face challenges related to
manual annotation and extraction. Khattar et al. [14] proposed the MVAE method, which uses a variable
autoencoder to reconstruct the text and image representation, and it quantifies the relationship of text and
image between modalities. MVAE has good performance, but it has a high computational cost. The EANN
method proposed by Wang et al. [11] connects image and text features, and then distinguishes the event type
of the currently analyzed news through a multi-task learning framework, and removes some irrelevant event
information to assist in the final judgment. Singhal et al’s [10] method was the first to introduce pre-trained
language models into multimodal fake news detection. It uses BERT to extract text features, VGGI9 to extract
image features, and performs detection by concatenating them. These methods employed the pre-trained
VGG19 network to extract visual features. However, the fusion of modalities was carried out through simple
concatenation, lacking a more interactive integration of modal information.

Relatively speaking, the multimodal fusion method can achieve better results. The MKEMN method
introduced by Zhang et al. [15] employs an attention mechanism to fuse text and image representations.
Additionally, the model incorporates external knowledge to learn the representation of each multimodal
news item. In Duc Tuan et al’s [16] method, fine-tuned BERT is used to extract text embeddings, and
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VGG19 extracts image information. Attention mechanisms are employed to fuse multimodal information,
and multiple One-dimensional Convolutional Neural Networks (CNNs) are used to further compress the
text content. The MCAN method proposed by Wu et al. [12] uses the Co-Attention network to repeatedly fuse
text and image information. At the same time, this method also introduces frequency domain information,
and it further uses the image tampering period information embodied in the frequency domain to assist
detection, but this method ignores the auxiliary effect brought by the semantic consistency between
modalities [17]. Qian et al. [18] introduced the Hierarchical Multimodal Contextual Attention Network
(HMCAN), which integrates multimodal context with hierarchical semantic information from text and
fuses text and image features to enhance news prediction. Zhang et al. [19] proposed the MVAE method,
a BERT-driven multimodal framework designed for detecting unreliable COVID-19 news. This approach
utilizes a contrastive learning strategy to extract textual and visual features from unreliable articles for fake
news identification. Fung et al. [20] constructed a new knowledge element-level benchmark dataset, and
proposed a knowledge element-level fake news detection method, to combat the fake news generated by
neural networks, but it isn’t convenient to detect artificial fake news. Chen et al. [13] calculated the similarity
between modes by KL divergence, and adaptively fused the features of different modes for detection, but
this method was relatively deficient in feature extraction. Lao et al. [21] pioneered the FSRU method,
incorporating frequency-domain information for fake news detection. However, it fails to fully utilize the
abundant information present in the spatial domain [22-24]. Shang et al. [25] introduced the DGExplain
method, utilizing an object-aware multimodal feature encoder to capture essential information from news
content and comments. It also combines text information generated by image guidance, image information
generated by text guidance, and content generated by a comment interpreter to determine the authenticity of
news through concatenation. However, these methods have some problems, such as ignoring the semantic
consistency relationship between texts and images, and less modal feature extraction.

Therefore, this paper proposes the MFFFND-Co model, which not only fuses the spatial domain features
of different modalities, but also introduces the frequency domain features of the image. By calculating
the cross-modal consistency information, the Co-Attention mechanism is combined for feature fusion, to
effectively detect fake news.

3 Method
3.1 Model Structure

Multimodal fake news detection generally includes three main steps: extracting multimodal features,
fusing these features, and classifying fake news. Unlike single-modal detection, multimodal methods can
leverage features from different modalities, improving detection effectiveness. However, current approaches
often fail to fully utilize modality features, and the integration of multimodal data remains limited. In many
studies, image modality usually only uses spatial domain information for feature extraction, but image tam-
pering and image compression also exist in the frequency domain. To fully fuse the information of various
modalities and further utilize the features of various modalities, this paper proposes the MFFFND-Co model,
with the structure shown in Fig. 1.

2 Feature Extraction P Semantic Consistency Binary Classification
Data Preprocessing Feature Fusion Layer . . = .
ai Layer Computation Layer Layer

Figure 1: MFFFND-Co model flow chart




2662 Comput Mater Contin. 2025;83(2)

The model is composed of four key modules. A simplified flowchart is provided to give an overview of
the MFFFND-Co architecture, as shown in Fig. 2.
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Figure 2: MFFFND-Co model structure diagram

(1) Feature extraction layer: extract the embedding vector information of the input text and image,
including the text in the image and the generated image caption text; (2) Feature fusion layer: fusing
features extracted from text and image; (3) Semantic consistency calculation layer: calculate the semantic
consistency of different modal descriptions to obtain consistency metrics; (4) Binary classification layer: the
information in (2) and (3) is combined to generate multimodal news representation vectors and perform
binary classification. The following sections describe each layer in detail.

3.2 Feature Extraction Layer

3.2.1 Text Feature Extraction

In this paper, BERT is employed as the text feature extractor, as it outperforms other models in capturing
semantic relationships between words and their contexts [26-30]. The input news text undergoes encoding,
BERT processing, and fully connected activation to generate the vector representation of the text.

Before being input into the Transformer encoder of BERT, the text undergoes segmentation and
encoding. The text is represented as a sequence of words T = [T}, Ty, ..., Ty], where n denotes the total
number of words. In the encoding stage, each word is converted into its corresponding word vector using
word embedding techniques. Afterward, the word vectors are passed through BERT, where the multi-layer
Transformer encoder processes both semantic and positional encoding information for each word, resulting
in the hidden state sequence output O = [0y, 0, ..., 0, ], and the process is shown in Eqs. (1) and (2).

Iiext = WordEmbedding (T) 1
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O = BERT (I1ext) (2)

O can be fine-tuned as a result of BERT output to be used for downstream fake news detection
tasks, because the vector O; of each dimension in O has global context information. Through the fully
connected layer of ReLU activation function, the hidden state sequence output O is transformed into Ry =
[r0,71,- ., T63), as the final representation sequence of the text, Ry is a vector of dimension d x 1, and the
process is shown in Eq. (3).

Ry = ReLU(FC (0)) (3)

where FC represents the fully connected layer and ReLU represents the ReLU activation function.

3.2.2 Image Feature Extraction

To effectively extract information from images in news, this section captures both spatial and frequency
domain representations, serving as a shared representation of the two modalities of images.

Spatial domain features: Spatial information represents the semantics conveyed by an image, such as
the event occurring, the main visual subjects, etc. [31,32]. To obtain the semantic representation of a given
news image, the VGGI19 network is used to extract spatial domain features [33]. After image compression,
VGG19 encoding, and activation through fully connected layers, a vector representation of the image’s spatial
domain is obtained. The VGGI9 network is used o fine-tune the given news data network, and the low-level
semantic features of the image can be extracted to help the detection, as shown in Eq. (4).

R; = ReLU(VGGI19(I)) (4)

where R; represents the spatial representation of the image and I represents the input image.

Frequency domain features: Frequency domain information reflects compression and modifications
in images. Compressed and spliced images, common in fake news, exhibit distinct periodic patterns in the
frequency domain, making them easily identifiable by CNNs [34]. To more effectively extract frequency
domain features, the DCT-CNN (discrete cosine transform convolutional neural network) is employed,
inspired by the design of VGG19 and Inception networks. Through deep convolution and pooling operations,
the network deeply digs the compression and tampering features in the image frequency domain, providing
important evidence for the identification of fake news. Its structure is shown in Fig. 3.

In the first stage, continuous single convolution and pooling operations are performed, like VGGI9,
using multiple small convolution kernels for the convolution process. In the second stage, a multi-branch
network like Inception V3 is used for convolution, and the outputs between the branch networks are
concatenated. In the third stage, through pooling and convolution once, the final output is obtained by
combining a layer of a fully connected layer with the ReLU activation function. The frequency domain is
represented as Rp, the process is shown in Eq. (5).

Rp = DCTCNNs(Fourier (I)) (5)

where Fourier refers to the Fourier transform, which shifts an image from the spatial domain to the
frequency domain.
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Figure 3: Structure of DCT-CNN

3.3 Feature Fusion Layer

The Co-Attention mechanism calculates the information of the two modalities as Q, K, and V each
other, and has achieved excellent performance in cross-modal tasks such as VQA and Text2Image. Similar
to the VQA problem, when reading multimodal news, readers usually repeatedly observe images and text,
which is very similar to the idea of Co-Attention, so we introduce this mechanism to fuse the multimodal
information of fake news [35].

Co-Attention, a modification of the multi-head attention mechanism, captures global dependencies by
treating one modality as the Query and the other as the Key and Value. The rest of the process is consistent
with the standard multi-head attention mechanism.

For a certain modality, Co-Attention generates a representation which is based on another modality. For
example, if Q comes from the frequency domain, K and V come from the spatial domain, then the computed
result is the frequency domain representation based on the spatial guidance, as shown in Eqgs. (6)-(8).

Qi = QWS Ki = Kp W, Vi = Vi W (6)
head; = Attention(Q;,K;, V;) )
MultiHead(Q,K, V) = Concact(head,, head,, ..., head,)W° (8)

where Q; comes from spatial domain of the image, Kr and Vy come from frequency domain of the image.
The attention calculation process of head; is shown in Eq. (9).

- Q.K}
head; = Attention(Q;,K;, V;) = softmax( ! ) Vi 9)
Vdy
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In MFFEND-Co, first through the airspace guided generated based on frequency domain airspace
guided, said a joint representation of images. Then, image guidance is used to generate an image-guided
text representation as a “text-image” joint representation. Both undergo the residual fully connected layer
operation during the joint process, with the detailed procedure outlined in Eqs. (10)-(13).

H, = CA(Ry, Rp) (10)
Ry = H, + FC(H,) (1)
H=CA(Ry,RT) (12)
Rc=H+FC(H) (13)

where CA represents the Co-Attention mechanism layer, Ry is the “time domain-frequency domain” joint
representation of the image, R is the “text-image” joint representation after the residual. H, is the visual joint
representation calculated by the Co-Attention mechanism layer, and H is the news content representation
by the Co-Attention mechanism layer.

3.4 Semantic Consistency Calculation Layer

The difficulty in detecting fake news stems from the intentional combination of images and text to create
misleading content. However, due to the natural connection between cross-modal semantic information, it
is difficult to fully disguise it. The conflict between the semantics of the image and text becomes a key clue
for identifying fake news.

The semantic consistency calculation method is implemented by cosine similarity calculation. The news
text provides an overview of the story, while the news image offers a spatial and visual interpretation of
the content. Specifically, this paper first uses the image description API to convert news images into text
descriptions, to provide a unified representation for cross-modal comparison. Then, through the pre-trained
BERT model, the representation vector R of the image description text is extracted, and combined with the
news text representation vector Rr, the cosine similarity between Rpr and Ry is calculated as the semantic
consistency measure between the two modalities. The process is shown in Eqs. (14)-(16).

Dr = Image_Caption(I) (14)

Rpr = BERT(Dry) (15)
R R

Consistency(T,V) = DT AT (16)
IRpr[[lIR7|

where D represents the text description of the news image and Image_Caption represents the image
caption API. The computed consistency metric is concatenated with the “text-visual” joint representation.
Then, the concatenated result is fed into a binary classification layer for fake news prediction, as shown
in Eq. (17).

R = concatenate(Rc, Consistency (T, V)) (17)

where R is the final representation of the news and concatenate represents vector concatenation.

The MFFFND-Co model, with its semantic consistency detection module, effectively leverages both
the spatial and visual information of images and the semantic information of text. This addresses the
shortcomings of traditional single-modality models, enhancing the accuracy of fake news detection.
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3.5 Binary Classification Layer

Following the image and text representation extraction layers, along with the feature fusion layer, a “text-
visual” joint representation of the news article is obtained, encompassing image visual features, frequency
domain features, and text features. To predict fake news, a fully connected layer with a Softmax activation
function computes the probabilities of the joint representation R corresponding to true or fake news. The
process is shown in Eq. (18).

p=softmax(WR+b) (18)

where p = [po, p1] predicts the possibility of the news being real or fake. Where W is the matrix weight
andbis the bias term. Here, the cross-entropy is chosen as the loss function, and the objective of the model
is to minimize the function value, whose function expression is shown in Eq. (19).

L=—-[ylogpo+ (1-y)logp:] (19)

where y € {0, 1} represents fact labels, which influence all learnable parameters through model training and
backpropagation of parameters.

4 Experimental Results and Analysis
4.1 Dateset

To evaluate the performance of the MFFFND-Co model presented in this paper, experiments were
conducted using two datasets: the Weibo dataset and the English news dataset [9,31]. These two datasets
were selected because one is an all-Chinese dataset and the other is an all-English dataset, both of which are
multimodal news datasets. The dataset description is given in Table 1.

Table 1: Dataset information

Dataset  Language Tag category Total Number of Number of
quantity  positive samples negative samples
Weibo Chinese 2 7850 4211 3639
English news  English 2 5669 2825 2844

The Weibo dataset comes from the largest social media platform in China, in which the true news is
verified by Xinhua, which is the official authoritative news agency of China, and the fake news is provided
by Weibo and the national rumor-refuting platform of the Ministry of Public Security. The data source of
Weibo is true and reliable, and it is the most commonly used dataset in multimodal fake news detection
research. Since multimodal fake news detection was proposed, a large number of studies have used it for
performance analysis. The fake news of the English news dataset comes from Kaggle, and the fake news is
composed of the classic fake news dataset BS Detector, which contains the content collected from 244 fake
news websites. The authentic news data is sourced from reputable international English news outlets, such
as the New York Times.

By cleaning the txt file and picture information of the dataset, the data items with both images and text
were filtered. For news with multiple pictures, the first one was selected as its image data. Finally, the data
was extracted, labeled, and organized into csv files for better experimental performance.
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4.2 Experiment Setting

The experimental environment involved in the model experiments in this paper is the same machine,
and the configuration of the experimental environment is shown in Table 2.

Table 2: Experimental environment configuration table

Experimental environment Configuration
(0N Windowsll (64-bit)
CPU 11th Gen Intel(R) Core(TM) i7-11800H
GPU GeForce 3070 Laptop
Memory 16 GB
Disk 1T
Languages Python3.8

Deep learning framework Tensorflow2.10.0

In this paper, a pre-trained BERT model is utilized to generate word vector representations, with the
maximum sequence length set to 256, matching the vector dimension derived from the images. The sentence
vector is obtained by extracting the content corresponding to the [CLS] tag. For models that don’t include
BERT, Word2Vec is used to obtain vector representations of their words. For text entities, this paper extracts
them through API and open-source libraries. For the Co-Attention module, eight headers are used, along
with a 256-dimensional fully connected layer output. During training, the size of a Batch is set to 64.
The model is trained for 120 epochs, and early stopping is used during training to prevent overfitting. For
the training optimization method, this paper uses the Adam method for optimization, using ReLU as the
activation function, and the dropout rate is set to 0.3.

4.3 Evaluation Metrics

This paper employs accuracy, precision, recall, and the F1 score as evaluation metrics to quantify the
effectiveness of fake news detection. The formulas are given in Eqs. (20)-(23).

TP+ TN
Accuracy = (20)
TP+ TN+ FP+FN
.. TP
Precision = ———— (21)
TP+ FP
TP
Recall = ——— (22)
TP+ FN

_ 2 Precision * Recall

F1 (23)

Precision + Recall

Here, TP denotes the count of samples where true news is correctly identified as true, FP refers to

the samples where fake news is mistakenly classified as true, FN represents the cases where true news

is incorrectly predicted as fake, and TN indicates the number of samples where fake news is accurately
recognized as fake.

4.4 Performance Study

To assess the performance of the proposed model in differentiating between real and fake news, it is
compared with several recent representative multimodal fake news detection models as baseline models.
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Additionally, various unimodal models are included to assess the performance improvement achieved by the
multimodal approach.

Unimodal model:

Bi-LSTM: Using a bidirectional LSTM-based network to distinguish the authenticity of a piece of
news text.

BERT: A pre-trained BERT model is employed to generate the text representation, followed by a fully
connected layer to assess the authenticity of the news.

VGGI19: Using the fine-tuned VGGI19 model to distinguish the authenticity of news from news images.
Multimodal model:

att-RNN [9]: The model combines RNN and Attention mechanism to fuse text, social context and image
features for fake news detection. LSTM processes text and social context features, merging them with image
features, while Neural Attention from LSTM is applied during visual feature fusion. Social context data is
removed here for a reasonable comparison.

MVAE [14]: This model uses a bimodal variational autoencoder along with a binary classifier for fake
news detection. It consists of a text and image encoder, a decoder, and a detection module for fake news.

MKEMN [15]: This model improves the semantic understanding of short news texts by extracting
entities from a knowledge base, using conceptual knowledge to enhance rumor detection accuracy. It also
introduces a multi-channel CNN for aligning text and visual knowledge to fuse multimodal information.

CAFE [13]: The model introduces an auxiliary task to align text and image features, evaluates their
similarity using KL divergence, and further weight the unimodal information and cross-modal fusion infor-
mation.

MCAN [12]: This model divides the image into two modules: frequency domain and spatial domain,
and it uses the Co-Attention mechanism for the first time to repeatedly fuse the information between each
modality. The news authenticity is judged by the vector representation output to the fully connected layer
after four fusions.

MFFEND: The comparison model is modified by MFFFND-Co, the Co-Attention Block is modified to
the Attention Block, and the semantic consistency layer is deleted to compare the effects of Co-Attention and
semantic consistency calculations.

The experimental results are shown in Table 3.

As can be seen from Table 3: (1) Most multimodal models outperform single-modal models, suggesting
that incorporating additional features generally enhances model performance, though the relationship is not
strictly linear. (2) Using pre-trained deep learning models to process text features has better performance,
even outperforming some multimodal methods using traditional deep learning models. (3) The accuracy of
BERT and Bi-LSTM on the two datasets is at least 5.5% higher than that of VGG19, which shows that text
features are very important in the field of fake news detection. (4) The MFFEND model performs worse than
MCAN, mainly because of the lack of fusion of Co-Attention mechanism. MFFFND-Co outperforms MCAN
in most cases, benefiting from the auxiliary role of semantic consistency measure, which helps to detect more
semantically inconsistent samples. However, although MFFFND-Co outperforms MCAN in most metrics,
the improvement is small, which is mainly due to the insufficient accuracy of cosine similarity calculation
caused by the anisotropy of BERT vector space. (5) The F1 score of the MFFFND-Co model on the Weibo
dataset is 90.0%, and the F1 score on the Twitter dataset is 94.0%, which exceeds other multimodal fusion
models, indicating that the multimodal fusion model combined with semantic consistency measurement has
a certain performance improvement for fake news detection.
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Table 3: Experimental results of model comparison. The best results are in boldface

Dataset Model Accuracy Precision Recall F1-Score
Bi-LSTM 0.785 0.851 0.692 0.763
BERT 0.830 0.977 0.675 0.798
VGGI19 0.730 0.789 0.626 0.698
att-RNN [9] 0.808 0.882 0.711 0.787
Weibo MVAE [14] 0.797 0.827 0.751 0.787
MKEMN [15] 0.805 0.865 0.722 0.787
CAFE [13] 0.840 0.855 0.830 0.842
MCAN [12] 0.899 0.898 0.899 0.898
MFFFND 0.873 0.881 0.879 0.880
MFFFND-Co 0.901 0.898 0.902 0.900
Bi-LSTM 0.864 0.877 0.843 0.859
BERT 0.873 0.869 0.875 0.872
VGGI19 0.773 0.783 0.744 0.764
att-RNN [9] 0.872 0.861 0.882 0.871
English news MVAE [14] 0.879 0.902 0.848 0.874
MKEMN [15] 0.889 0.846 0.929 0.886
CAFE [13] 0.806 0.807 0.799 0.803
MCAN [12] 0.942 0.931 0.947 0.939
MFFEND 0.904 0.920 0.913 0.916
MFFFND-Co 0.939 0.933 0.947 0.940

4.5 Ablation Study

To verify the efficiency of each component of MFFFND-Co, this section compares the performance
of each part of the overall model architecture after removing the function. The overall model architecture
is MFFFND-Co with all modules, including Co-Attention fusion layer, frequency domain information
extraction layer, spatial domain information extraction layer, text information extraction layer, and semantic
consistency calculation layer. The removal of the feature extraction part means that the relevant Co-Attention
fusion layer is also removed, and the removed model group is as follows:

w/o CA: MFFEND-Co removes the Co-Attention mechanism fusion and instead uses splicing to send
to the fully connected layer for fusion.

w/o Text: MFFEND-Co removes the text information extraction as well as the fusion layer that
combines text and image joint information, and it directly uses image information and semantic consistency
information for the final discrimination.

w/o Frequency: MFFFND-Co removes the extraction of image frequency domain information, as well
as the fusion layer that combines frequency domain information and image spatial domain information,
allowing image spatial features to be directly fused with text features.

w/o Space: MFFFND-Co removes the image spatial domain information as well as the fusion layer that
combines spatial domain information and image frequency domain information, allowing for direct fusion
of image frequency domain features with text features.
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w/o Semantic: MFFFND-Co removes the semantic consistency calculation layer and only remains the
final “text-visual” joint representation for fake news detection.

The results of the ablation experiments are shown in Table 4.

Table 4: Results of ablation experiments. The best results are in boldface

Dataset Model Accuracy Precision Recall FI1-Score
MFFFND-Co 0.901 0.898 0.902 0.900
MFFFND 0.873 0.881 0.879 0.880
w/o CA 0.854 0.863 0.865 0.864
Weibo w/o Text 0.855 0.864 0.875 0.869
w/o Frequency 0.893 0.884 0.893 0.888
w/o Space 0.885 0.883 0.893 0.888
w/o Semantic 0.899 0.898 0.899 0.898
MFFEND-Co 0.939 0.933 0.947 0.940
MFFFND 0.904 0.920 0.913 0.916
w/o CA 0.875 0.884 0.847 0.865
English news w/o Text 0.864 0.891 0.868 0.879
w/o Frequency 0.928 0.929 0.948 0.938
w/o Space 0.901 0.896 0.904 0.900
w/o Semantic 0.937 0.931 0.947 0.939

Table 4 shows that: (1) All the components contribute to the performance of MFFFND-Co. (2) Each
modal information improves the final accuracy detection performance, and the text information has the
greatest contribution. On the Weibo dataset, the accuracy of text is improved by 4.6%, and on the Twitter
data set, the accuracy is improved by 7.5%. (3) Co-Attention to various modal information fusion also have
significant effect, compared with the performance of the MFFEND, after the removal of Co-Attention on the
accuracy of the two dataset with F1 scores dropped by at least 2.8%. (4) Both semantic consistency detection
and frequency domain information are helpful to improve the overall performance, and news with significant
semantic deviation and serious image tampering can be detected.

4.6 Qualitative Analysis

To further show the fusion effect of Co-Attention (-ca), this section also tests the performance of
multimodal information fusion layer of MFFEND-Co. The fusion methods in the frequency domain and
time domain fusion, as well as the image-text fusion stages, were modified using concatenation (-c), attention
mechanism (-a), and multi-head self-attention mechanism (-ma) for performance evaluation. The results are
shown in Fig. 4.

Fig. 4 shows that the accuracy of information fusion using the concatenation method is the lowest,
which is due to the lack of attention to key information compared with the attention mechanism method.
Multi-head self-attention mechanisms perform better. This is because they can simultaneously explore
internal relationships among different parts of the concatenated sequence, providing more information than
a single attention mechanism. Since the Co-Attention method uses the information of different modalities to
query during fusion, it can better simulate the process of human reading multimodal news, so it has achieved
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better performance. In summary, using the Co-Attention method can more fully learn the representation
difference between real news and fake news, and get better performance.

1.0
()
B (-a)
e (-ma)
(-ca)
z
£ 09
g
0.8- n -
Weibo English News

Figure 4: Experimental bar chart of fusion mode

For the frequency domain extraction model, a similar comparison scheme is adopted. The frequency
domain feature extraction module is modified to include a frequency domain coefficient fully connected
layer (-f) and DCT-CNN. Performance is compared with DCT-CNNs, and the results are shown in Fig. 5.

. ()
(-DCT-CNN)
BN (-DCT-CNNs)

0.9

Accuracy

0.8~

Weibo English News

Figure 5: Histogram of frequency domain extraction experiments

From Fig. 5, it is evident that using frequency domain information with a fully connected layer directly
results in poorer performance. This is because the coefficient information cannot be adequately extracted and
utilized by the fully connected network. In contrast, DCT-CNN performs better. The continuous convolution
and pooling in the CNN network help summarize the frequency domain periodic information. The DCT-
CNNs method benefits from deeper convolutional layers and network branches, inspired by Inception and
VGG networks. This allows it to extract features from different segments of the frequency domain, leading
to the best performance.
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4.7 Case Analysis

To further demonstrate the role of the semantic consistency calculation module and the frequency
domain extraction network in MFFFND-Co, this paper analyzes several fake news cases that could only be
detected after using these modules.

As shown in (a) in Fig. 6, this is a case that is successfully detected by the MFFFND-Co model,
but missed by the w/o Semantic model. In this case, the text describes crime related content, while the
captions are cartoon characters, showing a clear semantic inconsistency. (b) in Fig. ¢ illustrates the news cases
detected by MFFFND-Co, which failed to be detected by the w/o Frequency model. Although the semantic
information of the news image is relatively normal, the image has been compressed many times and has a
large number of watermarks, which obviously has frequency domain characteristics.

(a) Chinese prostitute arrested in Thailand, (b) [Zhang Haidi has denied that she holds German citizenship]
police statement shines! However, according to internal public security records, her household

registration was transferred from Qingdao, Shandong, to Osaka, Japan.

Figure 6: News cases-semantic consistency and frequency domain

5 Conclusion

In this paper, we proposed a multimodal feature fusion fake news detection algorithm which combined
with semantic consistency, called the MFFEND-Co algorithm. Based on the fake news detection algorithm
that uses multi-head self-attention to fuse image frequency domain, spatial domain, and news text con-
tent, this algorithm improves the method of extracting frequency domain information. The improvement
addresses issues such as insufficient feature extraction and fusion, as well as the underutilization of
semantic relationships between modalities. Meanwhile, the Co-Attention mechanism is incorporated to
enhance modality fusion, while a semantic consistency detection module is implemented to further boost
the effectiveness of fake news detection. The experimental results show that the MFFFND-Co algorithm
through multi-scale feature extraction, feature fusion and more fully semantic consistency detection module,
improve the detection accuracy of fake news. However, although the semantic consistency detection module
uses BERT’s embedding vectors, which solve the cross-modal semantic measurement problem and utilize
relationships between modalities, the anisotropy in the BERT vector space reduces the accuracy of cosine
similarity calculations. To address this, improving the semantic consistency calculation method will further
enhance fake news detection performance. Additionally, as fake news increasingly appears in various forms
such as audio and video, we plan to extend the multi-scale feature extraction method and cross-modal
ambiguity calculation from MFFEND-Co to support detection across more modalities.
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