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ABSTRACT: Improving website security to prevent malicious online activities is crucial, and CAPTCHA (Completely
Automated Public Turing test to tell Computers and Humans Apart) has emerged as a key strategy for distinguishing
human users from automated bots. Text-based CAPTCHAs, designed to be easily decipherable by humans yet
challenging for machines, are a common form of this verification. However, advancements in deep learning have
facilitated the creation of models adept at recognizing these text-based CAPTCHAs with surprising efficiency. In our
comprehensive investigation into CAPTCHA recognition, we have tailored the renowned UpDown image captioning
model specifically for this purpose. Our approach innovatively combines an encoder to extract both global and local
features, significantly boosting the model’s capability to identify complex details within CAPTCHA images. For the
decoding phase, we have adopted a refined attention mechanism, integrating enhanced visual attention with dual layers
of Long Short-Term Memory (LSTM) networks to elevate CAPTCHA recognition accuracy. Our rigorous testing across
four varied datasets, including those from Weibo, BoC, Gregwar, and Captcha 0.3, demonstrates the versatility and
effectiveness of our method. The results not only highlight the efficiency of our approach but also offer profound
insights into its applicability across different CAPTCHA types, contributing to a deeper understanding of CAPTCHA
recognition technology.
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1 Introduction

CAPTCHAs, or Completely Automated Public Turing tests to tell Computers and Humans Apart,
represent a critical component of internet security, strategically crafted to discern between genuine human
users and automated bots [1-3]. With their diverse formats spanning text, image, audio, and video, these
challenges serve a unified purpose of fortifying online defenses against malicious entities [4-7]. Among
the various iterations, text-based CAPTCHAs have emerged as a widely adopted and effective means of
safeguarding online platforms [8,9]. Their simplicity and ease of implementation make them accessible
across a broad spectrum of applications. However, the relentless progress of technology, particularly in deep
learning algorithms [10,11], has posed significant challenges to the security of traditional CAPTCHAs.

As machine learning techniques become increasingly sophisticated, CAPTCHA systems must evolve to
stay ahead of emerging threats. Adversarial attacks and advanced algorithms have led to the development
of more resilient CAPTCHA designs, incorporating elements like distortion, rotation, and context-based
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challenges to thwart automated recognition. Despite these advancements, the arms race between CAPTCHA
developers and attackers persists, underscoring the ongoing need for innovation in online security measures.
As the digital landscape continues to evolve, CAPTCHA technology must adapt to maintain its efficacy in
safeguarding against automated threats.

Deep learning’s remarkable ability in feature extraction has led to significant advancements across
various domains, including image restoration and object detection [12-16], rendering it an attractive
option for robust CAPTCHA recognition systems. However, this capability poses challenges for text-
based CAPTCHAs, as traditional methods struggle with feature extraction and are susceptible to image
noise. Consequently, there is a growing trend towards employing deep learning paradigms for CAPTCHA
recognition, with approaches falling into segmentation-based and segmentation-free categories [17,18].
Segmentation-based methods involve character dissection followed by recognition but often encounter
efficiency and efficacy issues. In contrast, segmentation-free algorithms directly recognize and classify
CAPTCHA characters without segmentation, showcasing promising accuracy and efficiency.

This work pioneers a novel approach to CAPTCHA recognition, departing from conventional
segmentation-based models to introduce an innovative deep-learning-based system. Rather than relying
on segmentation, the proposed system leverages image captioning, a burgeoning subfield that seamlessly
integrates computer vision and natural language processing (NLP), to redefine the CAPTCHA recognition
paradigm. Image captioning empowers artificial intelligence with the remarkable ability to comprehend
and describe complex visual scenes in natural language. This task requires not only robust computer
vision capabilities but also a deep semantic understanding. This research is centered on the integration
of image captioning techniques, incorporating both bottom-up and top-down attention mechanisms, into
the field of CAPTCHA recognition. This groundbreaking approach harnesses the power of human-like
image understanding and natural language generation to recognize CAPTCHAs that are not only robust
but also more secure. The paper explores the concept of employing bottom-up and top-down attention
mechanisms in image captioning for CAPTCHA recognition, investigating its potential implications for
enhancing online security.

In this paper, we propose a novel CAPTCHA recognition system named Up Down based CAPTCHA
Recognition with Refined Visual Attention (CRRVA) model, as it is illustrated in Fig. 1. Our model introduces
a specialized recurrent neural network (RNN) architecture, which builds upon the established UpDown
model [19] commonly used in image captioning tasks. This adaptation is specifically tailored for the
complex task of CAPTCHA recognition. By incorporating convolutional neural networks (CNNs) into our
framework, we aim to extract both global and local features from CAPTCHA images, thereby enhancing
the model’s ability to discern subtle details. Moreover, instead of using the conventional visual attention
mechanism for attending to the visual features of the CAPTCHA image, we harness a more enhanced
and refined visual attention mechanism [20], which shows a better ability to capture local regions of
the CAPTCHA image. We also integrate dual layers of Long Short-Term Memory (LSTM) networks in
the decoder part of the model to enhance the prediction of the CAPTCHA characters. This strategic
enhancement enables further refinement and optimization of CAPTCHA recognition performance, ensuring
improved accuracy and robustness in deciphering CAPTCHA images.

The comprehensive evaluation covers datasets sourced from prominent platforms, including Bank of
China (BoC), Weibo, Gregwar, and Captcha 0.3, representing a diverse range of CAPTCHA schemes. These
datasets comprise manually collected BoC CAPTCHAs from the official Bank of China website, Weibo
CAPTCHAs from the popular Chinese social media platform Weibo, and CAPTCHAs generated using the
Gregwar CAPTCHA library and Captcha 0.3. Our meticulous analysis demonstrates remarkable success rates
in defeating targeted CAPTCHAs, achieved without the need for segmentation. Specifically, we achieve a



Comput Mater Contin. 2025;83(1) 17

success rate of 96.89% on BoC CAPTCHAs and 95.05% on Weibo CAPTCHAs. Importantly, the applicability
of our proposed algorithm extends beyond CAPTCHA recognition, offering potential utility in domains
characterized by similar dataset structures. In essence, this paper presents a pioneering deep-learning-driven
CAPTCHA recognition system characterized by its efficiency and minimal complexity, eliminating the
need for segmentation. By harnessing the power of image captioning methodologies, it achieves remarkable
success in decoding text-based CAPTCHAs. The beauty of our approach lies in its simplicity and versatility,
positioning it as a promising solution for bolstering online security. Our contributions span theoretical

advancements in CAPTCHA development and tangible applications aimed at fortifying internet security.
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Figure 1: The diagram illustrates the entire process flow of the proposed CAPTCHA recognition framework
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The proposed CAPTCHA recognition system effectively addresses key challenges in traditional
CAPTCHA systems, including character overlapping and distortion, which are increasingly vulnerable to
advanced deep learning attacks. By integrating a refined visual attention mechanism and leveraging a tailored
UpDown model, this system enhances focus on relevant image regions, eliminates the need for segmentation,
and improves recognition accuracy across various complex CAPTCHA schemes. This approach represents
a significant advancement over existing methods, offering a robust and versatile solution to bolster online
security against automated threats. This paper presents several key contributions:

« Introducing an innovative model for CAPTCHA recognition designed to merge the realms of image
captioning and CAPTCHA recognition into a cohesive framework.

« We unveil the integration of a refined visual attention module, significantly boosting the model’s
proficiency in concentrating on visual representations.

o Our methodology employs CNNs to extract both global and local features, complemented by an
advanced visual attention mechanism. Additionally, we integrate two layers of LSTM to further enhance
CAPTCHA recognition capabilities.

o Our research entails thorough experiments conducted across four diverse dataset schemes: Weibo, BoC,
Gregwar, and Captcha 0.3, yielding competitive outcomes.

2 Related Work

The concept of the Automated Turing Test has remained a topic of extensive discussion over the years.
One of the notable achievements of Alta Vista was its introduction of a method for selectively limiting
access to computer systems. This marked a significant milestone as the first practical implementation of a
CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) designed to
thwart automated bot registrations on web pages. Subsequently, the field of CAPTCHA research witnessed a
proliferation of related works. While CAPTCHA exists in different forms, including image-based, text-based,
and audio-based CAPTCHAs [3,21], text CAPTCHA is the most prevalent and valuable.

At their inception, text CAPTCHAs employed a simple design featuring alphanumeric characters
against a plain background. However, these early text CAPTCHAs quickly fell victim to commonplace
machine learning techniques like Support Vector Machines (SVM) and Optical Character Recognition
(OCR) technology. An innovative approach emerged as [22] introduced the shape context matching method,
achieving success rates of 33% and 92% on EZ-Gimpy and Gimpy schemes, respectively. Chellapilla et al. [23]
had successfully circumvented a variety of Human Interactive Proofs (HIPs) and highlighted the significance
of segmentation in confounding machine learning algorithms. Consequently, measures were taken to
enhance segmentation resistance in text CAPTCHAs, such as character overlapping and character sticking.

However, Yan et al. [24] developed a character segmentation technique with broad applicability,
strategically targeting multiple text-based schemes utilized by major companies such as Yahoo!, Microsoft,
and Google. Their approach yielded an overall success rate surpassing 60%. This innovative method
revolutionized CAPTCHA-breaking techniques, notably adopting a pixel-counting approach to overcome
most Captchaservice.org schemes, boasting an exceptionally high success rate of nearly 100%. Moreover,
their relentless pursuit of advancements in CAPTCHA recognition persisted. For instance, they successfully
tackled a scheme reliant on a novel segmentation-resistant mechanism [25], achieving an impressive success
rate of 78%.

Adopting a novel approach, certain websites like Yahoo! implemented a unique method that involves
the use of contour lines to create interconnected hollow characters, referred to as hollow CAPTCHAs. Gao
et al. managed to circumvent these hollow CAPTCHAs by employing character reconstruction and CNN
(Convolutional Neural Network) based recognition techniques [11]. Following this, Microsoft introduced
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a dual-layer CAPTCHA system, which consisted of two rows of either English letters or digits. Gao et al.
effectively breached this system as well, utilizing deep learning strategies and layer segmentation to achieve
a success rate of 44.6% [26]. Despite the introduction of advanced text CAPTCHA resistance methods,
including noise arcs, distortion, hollow designs, and multi-layered formats, it becomes clear that current text
CAPTCHA algorithms are vulnerable to being decoded with significant accuracy through the use of neural
networks, such as RNNs and CNNs.

Thobhani et al. [27] introduced a novel approach leveraging Convolutional Neural Networks (CNNs)
with binary images, showcasing remarkable accuracy and a reduction in system size. However, this method
encounters challenges in CAPTCHA recognition, particularly due to the substantial requirement for anno-
tated training data. In a different vein, Derea et al. [28] presented the CRNGS algorithm, which combines
deep learning with character grouping to facilitate CAPTCHA recognition without the need for segmenta-
tion. This approach employs adjustable softmax layers to fine-tune performance across various CAPTCHA
schemes. Khatavkar et al. [29] developed a segmentation-free OCR model that applies the Connectionist
Temporal Classification (CTC) loss technique for efficient text CAPTCHA classification. Meanwhile, Chang
et al. [30] conducted an in-depth analysis of security vulnerabilities in behavior-verification-based slider
CAPTCHAs, a relatively unexplored domain, proposing a universal methodology for identifying target
trajectories and simulating user actions with high accuracy.

Anderson et al. [19] pioneered an innovative approach that merges bottom-up and top-down atten-
tion mechanisms, significantly improving visual question-answering and image captioning systems. This
methodology aims to mimic human image interpretation and question-answering processes, drawing
inspiration from human visual perception. Subsequent research has widely adopted [19] for image captioning
enhancements. For instance, Huang et al. [31] showcased how integrating multimodal attribute detectors
during the training phase of image captioning models can augment the descriptiveness and relevance of the
generated captions. Moreover, the incorporation of topics extracted from caption corpora into captioning
tasks has been shown to influence sentence generation significantly [32]. Hossen et al. [33] introduced
a Guided Visual Attention (GVA) technique for enhancing the creation of image captions. This method
improves the quality of captions by refining the distribution of attentional focus.

In the work by [20], the key innovation lies in the integration of a refined visual attention (RVA)
framework into the image captioning process. Unlike traditional visual attention mechanisms, which may
suffer from decreased effectiveness due to small numerical values in their inputs, RVA dynamically adjusts
visual attention weights based on the language context of previously generated words. This adjustment is
achieved by using a fully connected layer to adapt the dimensions of visual features and applying a sigmoid
function to obtain a probability distribution for reweighting the input to softmax.

In our proposed approach, we integrate innovative image captioning techniques, encompassing both
bottom-up and top-down attention mechanisms and refined visual attention with CAPTCHA recognition.
This method harnesses human-like image comprehension and natural language generation to recognize
CAPTCHAEs. This article delves into the utilization of these attention mechanisms in CAPTCHA recognition
to augment online security.

3 Methodology

In our thorough exploration of CAPTCHA recognition, we utilize a customized RNN network based
on the well-known UpDown model, typically used in image captioning, tailored specifically for CAPTCHA
recognition. Our novel method incorporates CNNs to extract comprehensive global and local features,
thereby enhancing the model’s capability to detect fine details within CAPTCHA images. We employ dual
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layers of LSTM networks along with a refined visual attention mechanism to further enhance and refine

CAPTCHA recognition accuracy. The schematic overview of our proposed model is illustrated in Fig. 1.

3.1 Visual Features of Input Image

In our CAPTCHA recognition system, the first step is to extract the visual features from the input image,
allowing for their subsequent utilization in the language model’s processing. The initial stage of recognizing
the CAPTCHA for an image revolves around obtaining the visual representations of the input image. This is
accomplished by employing a CNN in the encoder part of our model to generate a set of image features V'
crucial for CAPTCHA recognition. Specifically, we extract these features from the final output of the max-
pooling layer in the CNN model, which comprises five convolutional layers and five max-pooling layers.
The adopted activation function is ReLU and batch normalization is applied. The architecture of the adopted
CNN is illustrated in Fig. 2. The CNN model produces N extracted visual features vectors, comprising
the visual matrix V € RV*", Subsequently, each of the extracted visual vectors is denoted as v; € R" and
ie{l,2,...,N}. The obtained visual matrix V from the input image I through the CNN network can be
described by:

V = CNN(I) (1)
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Batch normlization (64)
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Maxpooling (2x2)

v
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Figure 2: The architecture of the adopted CNN of our model
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Also the visual vectors matrix V can be expressed as a collection of the N individual visual vectors v; as
follows:

V={v,v2...,Vn} 2)

The mean of the extracted visual vectors representing the global visual features is denoted by # € R" and
is obtained using the following formula:

1 X
:N;Vi 3)

3.2 Refined Visual Attention (RVA)

In our CAPTCHA recognition system, we have adopted the refined visual attention module for
attending to the local visual features of the input image [20]. This new attention module provides more
influence to the hidden state of the attention LSTM on the visual attention. This is achieved by adding an
additional linear layer followed by a sigmoid function to the traditional visual attention module, resulting
in better concentration on the relevant image’s regions in the current time step. The refined visual attention
module is depicted in Fig. 3 and is described with the following formulas:

al = W, -tanh (h? - W, + W, - v;) (4)

x¢ = Wy-hi (5)

% = sigmoid(x;) (6)

Xp = oty * Xy (7)

B = softmax (%) (8)
N

V= z; v, ® Bl ©)

where W, € R8¢, W}, € R, W. € R¢, and W, € R&N are trainable weights. hi € R$, o, € RN, B € RYN, and
x; € RN, The * symbol refers to the element-wise multiplication operation. ¥, € R" signifies the resulted
context vector.
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Figure 3: The diagram depicts the internal structure of the refined visual attention

3.3 Language Model

The architecture of our language model is depicted in Fig. 4. Our approach utilizes the UpDown
architecture as its core framework, which incorporates two LSTM layers: one for language processing,
referred to as LSTM;, and another for attention, referred to as LSTM,. The hidden states for both the
attention LSTM, represented as h? € RS, and the language LSTM, represented as h! € Rg, are detailed in the
equations that follow:

e = LSTM, (h3_y; [ My 9, E - yea1]) (10)
hy = LSTM, (hy_;; [V,, b)) (11)
where E € R/ represents the matrix of character embeddings and y, ; € R¢ indicates the character
generated at the previous timestep. Subsequently, the output from the language LSTM, k!, is processed

through a linear layer followed by a softmax activation layer, resulting in a probability distribution over all
CAPTCHA characters, given as:

pr = softmax(Wp . hi) (12)
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where p; € R and W, e R&*°,
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Figure 4: The diagram illustrates the internal architecture of the language model. A-LSTM refers to the attention LSTM
while the L-LSTM refers to the language LSTM

3.4 Loss Functions

We utilize cross-entropy (XE) for training our model, employing the standard cross-entropyloss Lossxg,
which is defined as:

1 T
Lossxk = - > —log (pe (ye | yre-1,1)) (13)
t=1

4 Experiments and Results

In this section, we furnish detailed insights into the datasets utilized for training, validating, and
evaluating the CRRVA model. After delving into the datasets, we provide an exhaustive description of the
CNN architecture and attention mechanism employed within the CRRVA model, alongside a comprehensive
overview of the training parameters applied. Subsequent to setting up the model, we meticulously evaluate
its accuracy using various metrics. Furthermore, we conduct an extensive comparative analysis, juxtaposing
the performance of the CRRVA algorithm with that of other existing CAPTCHA recognition systems. This
comparative scrutiny not only underscores the strengths of the CRRVA model but also pinpoints areas for
potential enhancement, thus offering valuable insights into its overall effectiveness and limitations.

4.1 Used Datasets

In order to tackle CAPTCHA recognition challenges, it’s essential to source CAPTCHA images due
to the limited availability of comprehensive CAPTCHA datasets. To address this, we collect CAPTCHA
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images through two primary methods: first, by extracting them from real-time online sources, and second,
by utilizing CAPTCHA generation software. Our research involves the utilization of four distinct schemes
of CAPTCHA datasets, namely, Bank of China (BoC) (accessible at https://ebsnew.boc.cn/bocl5/login.
html, accessed on 29 February 2024), Weibo (available at https://www.weibo.com, accessed on 02 February
2023), Captcha 0.3, and Gregwar. Fig. 5 illustrates examples from each of these four CAPTCHA schemes,

showcasing the diversity in the datasets we have compiled for our experiments.
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Figure 5: Illustrative examples of CAPTCHA schemes employed within the CRRVA model
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4.1.1 Bank of China CAPTCHA Dataset

With a vast network of over 10,000 branches spanning the globe, the Bank of China holds a promi-
nent position as one of China’s foremost commercial banks. Recognizing the escalating threats posed by
automated attacks, the bank has proactively implemented a robust CAPTCHA system to bolster its online
security measures. This advanced CAPTCHA system is meticulously designed, incorporating sophisticated
elements such as character overlap, distortion, warping, and rotation. By presenting CAPTCHAs consisting
of four characters, comprising a mix of uppercase English letters and numerical digits, the Bank of China
aims to create formidable barriers against automated bots attempting to infiltrate its online platforms.
Our meticulously compiled dataset comprises a staggering 70,000 diverse CAPTCHA images sourced
directly from the Bank of China’s CAPTCHA system. This comprehensive dataset not only reflects the
institution’s steadfast commitment to cybersecurity but also serves as a testament to its proactive approach
to safeguarding sensitive financial information. It’s noteworthy that specific characters, such as G, C, Q, 1,
O,L, S, 0,1, and 5, have been deliberately excluded from these CAPTCHAs to heighten security protocols
and mitigate the risk of automated attacks. By providing researchers and cybersecurity experts with access
to this extensive dataset, the Bank of China not only facilitates the development and refinement of advanced
CAPTCHA recognition algorithms but also contributes significantly to ongoing efforts aimed at fortifying
online security measures on a global scale. This initiative underscores the bank’s dedication to staying
ahead of emerging threats and ensuring the utmost protection of confidential financial data across digital
platforms worldwide.

4.1.2 Weibo CAPTCHA Dataset

Weibo, standing as one of China’s foremost social media platforms, commands a staggering monthly
active user base of 586 million as of 2022, solidifying its position as a dominant force in the digital
landscape. With a distinguished ranking by Alexa, Weibo underscores its commitment to online security
through the implementation of a rigorous CAPTCHA system. This CAPTCHA system, designed with
meticulous attention to detail, incorporates a range of protective measures, including character overlapping,
distortion, warping, and rotation. Such measures are strategically employed to fortify the security of user
accounts, thwarting malicious attempts at unauthorized access. Typically presenting users with CAPTCHAs
comprising four characters, encompassing both numeric digits and uppercase English letters, Weibo’s system
intentionally omits specific characters such as I, D, G, U, Q, 0, 1, and 5. This deliberate exclusion serves to
enhance security protocols, making it more challenging for automated bots to bypass the authentication
process. Our dataset, meticulously curated and comprising 70,000 Weibo CAPTCHA images, serves as a
testament to Weibo’s unwavering dedication to cybersecurity and user privacy protection. Each image within
the dataset has been carefully labeled to facilitate comprehensive analysis, providing valuable insights into
the efficacy of Weibo's CAPTCHA system and aiding in the development of advanced security algorithms.
Obtained through a rigorous manual collection process, this dataset underscores Weibo's proactive approach
to bolstering online security measures.

4.1.3 Captcha 0.3 CAPTCHA Dataset

In its open-source nature, Captcha 0.3 enables users to easily generate CAPTCHAs. In our selection
of CAPTCHA images, we've opted for a four-character arrangement, encompassing a wide spectrum of
possibilities—these characters can be numeric, spanning from 0 to 9, or uppercase and lowercase English
letters, ranging from A to Z and a to z, respectively. Our meticulous efforts have yielded a comprehensive
dataset comprising a substantial 70,000 CAPTCHA images. Each of these CAPTCHA images was meticu-
lously generated with randomness as a core principle, assuring the absence of any repetition or duplication
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within the dataset. Elevating the level of security intrinsic to these CAPTCHAs, we've introduced elements
such as intersecting lines across the characters and the inclusion of noisy dots scattered throughout the
background. To craft these CAPTCHA images, we've opted for the “liberbaskerville-regular” font. To provide
a tangible glimpse into the CAPTCHA schemes within our dataset, Fig. 5 showcases samples of these
CAPTCHA images.

4.1.4 Gregwar CAPTCHA Dataset

The Gregwar library in PHP stands out for its efficient CAPTCHA generation capabilities, offering
a robust defense against automated bot attacks. By incorporating a range of security enhancements, such
as intricate noise lines, elegant backgrounds, and rotational elements, Gregwar CAPTCHAs are metic-
ulously crafted to withstand even the most determined bot attacks. Comprising four characters drawn
from three distinct character classes—numeric digits, uppercase English letters, and lowercase English
letters—these CAPTCHAs provide a formidable challenge to automated bots. Our dataset is the result
of meticulous creation, encompassing a vast set of 70,000 unique Gregwar CAPTCHA images. During
the generation process, each CAPTCHA’s four characters were meticulously selected at random, ensuring
a dataset free from duplications or repetitions. This commitment to randomness and diversity enhances
the dataset’s effectiveness and security, reinforcing its utility for CAPTCHA recognition algorithms and
security assessments.

4.1.5 Preprocessing Steps

Each dataset of CAPTCHAs is meticulously organized into three distinct subsets: a robust training set
comprising 50,000 diverse CAPTCHA images, a meticulously curated testing set containing 10,000 carefully
selected CAPTCHA images, and a comprehensive validation set encompassing 10,000 meticulously chosen
CAPTCHA images. Embedded within the filename of each CAPTCHA image across the four dataset schemes
lies a label representing a unique four-character string extracted from the CAPTCHA itself.

Initially, a meticulous preprocessing step involves converting all CAPTCHA images to grayscale and
resizing them to uniform dimensions of 64 x 256 to ensure consistency across the dataset. It is imperative
to note that the selection process for images within the training, validation, and testing sets is conducted
randomly, ensuring the elimination of any potential biases and maintaining the integrity of the dataset for
accurate evaluation and training purposes.

4.2 Experimental Settings

In this work, we employ the CNN architecture based on Fig. 2 to extract features from images, yielding
object features with dimensions of 16 x 1024. We utilize 1000-dimensional character embeddings and set the
hidden state length for both LSTM networks to 1000.

In our CAPTCHA Recognition model, a visual features vector of size h = 1024 is utilized to represent
the input image. The LSTM hidden state size g = 1000 facilitates capturing intricate linguistic patterns
during CAPTCHA generation. Each character is mapped to a vector of length f =1000. Information is
extracted from N = 16 visual feature vectors associated with the image. Moreover, we used internal hidden
attention with size e = 512 to improve the model’s ability to focus on relevant image parts during CAPTCHA
generation. ¢ represents the number of characters adopted in a CAPTCHA scheme, which varies from one
CAPTCHA scheme to another. Specifically, c is 28, 26, 62, and 62 in Weibo, BoC, Gregwar, and Captcha 0.3
CAPTCHA schemes, respectively.
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For training our CAPTCHA recognition networks, we utilize the Adam optimizer and conduct 120
epochs of training. The initial learning rate is set to 0.0005 and decreases by a factor of 0.8 every 5 epochs
during training. The batch size remains fixed at 50, with scheduled sampling increasing by 5% every 5 epochs
during training until reaching 25%. Gradients are clipped to a maximum absolute value of 0.1, and a dropout
ratio of 0.5 is employed in our model. Testing employs a beam size of 3 and a beam search strategy, and the
networks are implemented using the PyTorch framework.

4.3 Model Accuracy

Table 1 provides a comprehensive overview of the CAPTCHA accuracies achieved by the CRRVA model
across various CAPTCHA schemes, including Weibo, BoC, Gregwar, and Captcha 0.3. Notably, the CRRVA
model demonstrated remarkable performance in the BoC CAPTCHA scheme, achieving an accuracy of
96.89%, correctly identifying 9689 out of 10,000 images. This underscores its efficacy in handling the
complexities of BoC CAPTCHAs.

Table1: The four CAPTCHA schemes, i.e., Gregwar, Captcha 0.3, Weibo, and BoC, used to evaluate individual character
accuracy and overall CAPTCHA accuracy for CRRVA

Gregwar Captcha 0.3 Weibo BoC
Ist character 84.72% 99.25% 98.68% 98.95%
Accuracy (8472/10,000)  (9925/10,000)  (9868/10,000)  (9895/10,000)
2nd character 78.04% 97.89% 98.18% 99.17%
Accuracy (7804/10,000)  (9789/10,000)  (9818/10,000)  (9917/10,000)
3rd character 76.62% 97.63% 98.02% 99.24%
Accuracy (7662/10,000) (9763/10,000) (9802/10,000) (9924/10,000)
4th character 84.72% 98.90% 98.64% 99.29%
Accuracy (8472/10,000) (9890/10,000) (9864/10,000) (9,929/10,000)
Total character 81.02% 98.41% 98.38% 99.16%
Accuracy (32,410/40,000) (39,367/40,000) (39,352/10,000) (39,665/40,000)
Overall CAPTCHA 47.08% 94.78% 95.05% 96.89%
Accuracy (4708/10,000)  (9478/10,000)  (9505/10,000)  (9689/10,000)

In the Weibo CAPTCHA scheme, the CRRVA model achieved an accuracy of 95.05%, accurately
recognizing 9505 out of 10,000 images. This further solidifies its robustness across diverse CAPTCHA
formats. Similarly, in the Captcha 0.3 scheme, the CRRVA model showcased a high recognition accuracy of
94.78%, correctly identifying 9478 images out of 10,000. This consistent performance highlights the model’s
reliability across different CAPTCHA variations. However, the Gregwar CAPTCHA scheme presented a
notable challenge, with the CRRVA model achieving an accuracy of only 47.08%, correctly recognizing
4708 images out of 10,000. Despite this lower accuracy rate, the model’s ability to decipher a significant
portion of Gregwar CAPTCHAs indicates its potential for improvement and adaptation to more intricate
CAPTCHA designs.

Transitioning to overall character accuracy, the CRRVA model showcased robust performance across
different CAPTCHA schemes. Notably, in the BoC CAPTCHA scheme, an outstanding accuracy of 99.16%

was attained, correctly identifying 39,665 out of 40,000 images. This highlights the model’s exceptional ability
to accurately decipher BoC CAPTCHAs.
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Similarly, in the Weibo CAPTCHA scheme, the accuracy reached 98.38%, with 39,352 images recognized
correctly out of 40,000. This consistent high performance underscores the model’s reliability across diverse
CAPTCHA formats. The Captcha 0.3 scheme also demonstrated strong accuracy, achieving a rate of 98.41%
with 39,367 images correctly identified out of 40,000. This further validates the model’s effectiveness in
handling various CAPTCHA variations. Even in the challenging Gregwar CAPTCHA scheme, the model
exhibited commendable accuracy, reaching 81.02% and accurately identifying 32,410 images out of 40,000.
Despite the complexity inherent in Gregwar CAPTCHAs, the model’s ability to decipher a significant portion
of them showcases its adaptability and potential for improvement.

For individual character accuracies, the CRRVA model exhibited outstanding performance across all
schemes, showcasing its robustness in character recognition tasks. In the BoC CAPTCHA scheme, the
model achieved remarkable accuracies for each character: 98.95% for the first character, 99.17% for the
second character, 99.24% for the third character, and 99.16% for the fourth character. Similarly, in the Weibo
CAPTCHA scheme, the CRRVA model maintained high accuracy rates, with accuracies of 98.68%, 98.18%,
98.02%, and 98.64% for the respective characters. In the Captcha 0.3 scheme, the model demonstrated
consistent accuracy, with accuracies of 99.25%, 97.89%, 97.63%, and 98.90% for the first, second, third,
and fourth characters, respectively. Despite the challenges posed by the Gregwar CAPTCHA scheme, the
CRRVA model showcased notable accuracy rates, achieving 84.72%, 78.04%, 76.62%, and 84.72% for the
individual characters.

Figs. 6-9 illustrate the overall character recognition accuracies for the BoC, Weibo, Captcha 0.3, and
Gregwar datasets throughout 120 training epochs. These figures provide a comprehensive view of how the
model’s performance evolves during the training process for different datasets, offering insights into its
learning behavior and generalization capability across varied data types.

Overall Accuracy
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40
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0 6 12 21 27 33 39 45 51 57 63 69 75 81 87 93 99 105111117
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Figure 6: The overall character recognition accuracy of CRRVA on the BoC dataset during the training phase

In Fig. 6, the accuracy curve for the BoC dataset shows a consistent upward trend, indicating a steady
improvement in character recognition as training progresses. The accuracy starts at a relatively low level in
the initial epochs, reflecting the model’s initial phase of learning. As the epochs increase, there is a noticeable
increase in accuracy, with the curve becoming smoother and gradually plateauing towards the later epochs.
By the end of the training period, the model achieves an impressive accuracy of 96.89%, demonstrating its
effectiveness in recognizing characters from the BoC dataset.
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Figure 7: The overall character recognition accuracy of CRRVA on the Weibo dataset during the training phase
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Figure 8: The overall character recognition accuracy of CRRVA on the Captcha 0.3 dataset during the training phase
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Figure 9: The overall character recognition accuracy of CRRVA on the Gregwar dataset during the training phase
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Fig. 7 presents the accuracy progression for the Weibo dataset. Similar to the BoC dataset, the model
shows an initial phase of rapid improvement, followed by a more gradual increase in accuracy. The accuracy
curve for the Weibo dataset exhibits more fluctuations compared to the BoC dataset, indicating potential
variability in the data or additional complexity in recognizing characters. Despite these fluctuations, the
overall trend remains positive, with the model achieving a high accuracy of 95.05% by the end of the 120
epochs, reflecting its robust performance on the Weibo dataset.

In Fig. 8, the accuracy curve for the Captcha 0.3 dataset reveals a different pattern. The initial epochs
show a slower rate of improvement, suggesting that the model takes longer to learn the distinguishing features
of this dataset. However, as training continues, there is a marked increase in accuracy, indicating that the
model is eventually able to capture the necessary patterns for effective character recognition. The plateauing
of the curve towards the end of the epochs signifies that the model is reaching its peak performance for
the Captcha 0.3 dataset. The final accuracy achieved is 94.78%, showcasing the model’s strong capability in
handling CAPTCHA challenges.

Fig. 9 displays the accuracy for the Gregwar dataset. The accuracy curve here demonstrates a steady
and consistent rise throughout the training epochs, similar to the BoC dataset. The relatively smooth and
continuous increase in accuracy suggests that the model is efficiently learning from the Gregwar dataset
with fewer interruptions or overfitting issues. However, the final accuracy achieved is 47.08%, indicating that
this dataset presents significant challenges for the model. The lower accuracy suggests the need for further
optimization and potential refinement in handling the complexities of the Gregwar dataset.

These impressive results across diverse CAPTCHA schemes underscore the CRRVA model’s ability to
accurately identify individual characters, highlighting its effectiveness and versatility in character recognition
tasks and emphasizing the efficient role of the RVA module for capturing the CAPTCHA characters’ details.

4.4 Comparison Results

To comprehensively assess the strengths and weaknesses of the CRRVA model, we conducted a rigorous
comparison with several widely adopted CAPTCHA recognition algorithms, utilizing the same datasets
for a fair evaluation. Among the notable contenders in the field of image-text CAPTCHA recognition, we
included the Multilabel CNN, CRABI, and CRNN models. The Multilabel CNN architecture employs a
single convolutional neural network with multiple softmax output layers, where each layer is responsible
for recognizing a different character within the CAPTCHA. In contrast, CRABI simplifies the process
by bypassing segmentation. It uses binary images attached to CAPTCHA copies to efficiently locate and
recognize characters using a basic CNN, which has a single softmax output layer. Meanwhile, the CRNN
combines convolutional layers with recurrent layers with complex and resource-intensive architecture.

The comprehensive comparison results, meticulously documented in Tables 2-5, corresponding to the
BoC, Weibo, Captcha 0.3, and Gregwar CAPTCHA schemes, respectively, shed light on the performance
of each model across various CAPTCHA scenarios. Our evaluation focused on two critical metrics: total
character accuracy and overall CAPTCHA accuracy.

Conversely, the CRABI model emerges as the frontrunner in the Gregwar CAPTCHA scheme, out-
performing other contenders, including the CRRVA model. This highlights the diversity and complexity
of CAPTCHA structures and underscores the importance of tailoring recognition algorithms to specific
CAPTCHA types.
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Table 2: Comparison results using BoC CAPTCHA scheme

CRABI Multilabel CRNN CRRVA

Testing total 98.44% 99.03% - 99.16%
Character accuracy  (39,379/40,000) (39,614/40,000) (39,665/40,000)

Testing overall 94.33% 96.39% 96.47% 96.89%

CAPTCHA accuracy  (9433/10,000) (9639/10,000)  (9647/10,000)  (9689/10,000)

Table 3: Comparison results using Weibo CAPTCHA scheme

CRABI Multilabel CRNN CRRVA

Testing total 97.89% 96.03% - 98.38%
Character accuracy  (39,156/40,000)  (38,411/40,000) (39,352/10,000)

Testing overall 92.68% 86.24% 91.05% 95.05%

CAPTCHA accuracy  (9268/10,000) (8624/10,000)  (9105/10,000)  (9505/10,000)

Table 4: Comparison results using Captcha 0.3 CAPTCHA scheme

CRABI Multilabel CRNN CRRVA

Testing total 96.11% 98.71% - 98.41%
Character accuracy  (38,444/40,000) (39,485/40,000) - (39,367/40,000)

Testing overall 85.93% 95.33% 83.57% 94.78%

CAPTCHA accuracy  (8593/10,000) (9533/10,000)  (8357/10,000)  (9478/10,000)

Table 5: Comparison results using Gregwar CAPTCHA scheme

CRABI Multilabel CRNN CRRVA

Testing total 85.28% 83.31% - 81.02%
Character accuracy  (34,111/40,000) (33,322/40,000) (32,410/40,000)

Testing overall 54.20% 51.23% 49.98% 47.08%

CAPTCHA Accuracy ~ (5420/10,000)  (5123/10,000)  (4998/10,000)  (4708/10,000)

Analyzing the outcomes, Tables 2 and 3 reveal that the CRRVA model surpasses all other methods in
both total character accuracy and overall CAPTCHA accuracy for the BoC and Weibo CAPTCHA schemes.
Its exceptional performance underscores its effectiveness in accurately deciphering characters and capturing
the overall context of the CAPTCHA images.

While the CRRVA model secures the top position in the BoC and Weibo schemes, it still achieves
commendable results in the Captcha 0.3 scheme, ranking second to the Multilabel model. This slight
deviation in performance indicates the nuanced nature of CAPTCHA challenges and the need for adaptive
models to maintain consistent efficacy across different CAPTCHA designs.

Opverall, the comparison results underscore the versatility and robustness of our proposed CRRVA
model, which exhibits superior performance across multiple CAPTCHA schemes. This signifies its potential
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for widespread adoption in real-world applications where accurate and efficient CAPTCHA recognition
is paramount.

5 Qualitative Evaluation

In addition to conducting quantitative score analysis, it is imperative to evaluate the accuracy of the
CAPTCHAs generated by CRRVA qualitatively. Fig. 10 showcases a curated selection of sample images from
the test dataset, each paired with its corresponding CAPTCHA. Within Fig. 10, every image is matched with
a CAPTCHA text generated by our model across the four datasets: BoC, Weibo, Captcha 0.3, and Gregwar.
For instance, the image situated at the top-left corner of the first row and column serves as an illustration for
the BoC CAPTCHA "PTX7” and the top-right "92FW” serves as an illustration for the Gregwar CAPTCHA.
Notably, our CRRVA model adeptly captures the textual content within the image. The performance of our
CRRVA model, alongside the quality of its generated CAPTCHAs, remains consistently high. This is evident
from the scores detailed in Table 1, as well as exemplified by the sample CAPTCHAs showcased in Fig. 10.

BoC Weibo Captcha 0.3 Gregwar
SR e Kl kel | | -OpRW
Boc: PTX7 Weibo: 8HL4 Captcha 0.3: KLRQ Gregwar: 92FW

T g 6= AN .
196 | | paa e

Boc: 3T96 Weibo: L8AX Captcha 0.3: RWDA Gregwar: 4HdH

Figure 10: Examples of some CAPTCHASs correctly recognized by CRRVA for the four datasets: BoC, Weibo, Captcha
0.3, and Gregwar

As shown in Fig. 11, some CAPTCHAs were incorrectly recognized. For example, in the CAPTCHA
image on the left, the characters “d” and “q” were incorrectly recognized due to the presence of overlapping
colored lines intersecting the text and the challenging positioning of the characters. The common failure
cases arise from various resistance mechanisms designed to obstruct automated recognition. These mech-
anisms include distorted and stretched characters, overlaying colored lines intersecting the text, and added
background noise, all of which increase the complexity of the CAPTCHA. Furthermore, the characters
are positioned closely together with some overlap, complicating the segmentation process. Additionally,
the low contrast between the text and the background poses significant challenges for machine-based
CAPTCHA solvers.
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| zqdf I XunO | aCGK
G zdgf G XuuQ G  aGGC

Figure 11: Examples of CAPTCHAs incorrectly recognized by the CRRVA model, with “I” referring to the incorrectly
recognized characters and “G” representing the ground truth

6 Discussion

This study presents an innovative approach tailored specifically for the intricate task of CAPTCHA
recognition, representing a significant advancement in the field. The incorporation of the RVA attention
module into our model boosts the model’s ability to capture relevant local visual features and identify
CAPTCHA characters. Through meticulous examination and rigorous testing, our proposed algorithm
demonstrates exceptional performance across a range of challenging CAPTCHA defense mechanisms. The
comprehensive evaluation of our algorithm reveals its robustness in overcoming complex obstacles inherent
in CAPTCHA designs, such as character overlapping, noise lines, rotations, distortions, and diverse color
backgrounds. Moreover, our algorithm showcases its adaptability in handling multiple CAPTCHA character
categories, further enhancing its versatility and applicability. Of particular note is the resilience demonstrated
by our algorithm when confronted with the formidable defense mechanisms of the Gregwar CAPTCHA
scheme. This scheme, renowned for its stringent security measures, poses significant challenges to traditional
CAPTCHA recognition methods. However, our algorithm rises to the occasion, exhibiting remarkable
accuracy and efficacy in deciphering even the most intricate Gregwar CAPTCHAs. Furthermore, our
approach eliminates the need for the cumbersome process of segmenting CAPTCHA images into individual
characters, streamlining the recognition process and significantly improving accuracy and efficiency. By
pushing the boundaries of CAPTCHA recognition technology, our work not only advances state-of-the-art
technology but also holds significant implications for enhancing online security measures. The robustness
and versatility of our algorithm pave the way for more secure online platforms, safeguarding against
automated threats and ensuring the integrity of digital interactions.

Notably, during the implementation of visual attention mechanisms in CAPTCHA recognition, we
encountered several challenges. One of the primary challenges was ensuring the model’s ability to effectively
utilize character context to recognize overlapping characters. This aspect is crucial for the model to focus
on the most relevant features for accurate character recognition. To address this, we enhanced the attention
mechanism by incorporating a sigmoid layer that significantly amplifies the role of character context in
the attention process. Specifically, we added a linear layer followed by a sigmoid function, allowing us to
reweight the attention based on the current character context. This refinement involved multiplying the
adjusted attention output with the standard attention mechanism, giving more weight to features closely
related to the character context. This strategic enhancement has improved the model’s ability to recognize
overlapping characters and better understand the character context, leading to higher accuracy in CAPTCHA
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recognition. By emphasizing the character context in the attention process, we ensured that the model focuses
more precisely on the most relevant features, thereby effectively overcoming the challenges.

In comparison to other models like the CRABI, which utilizes Attached Binary Image (ABI) technology,
our CRRVA model offers several advantages. The CRABI model, while having a straightforward structure,
presents notable deficiencies. It requires a preprocessing step where multiple copies of input images must be
created and processed sequentially for recognition. This approach complicates the input handling process and
significantly prolongs the training time. Additionally, the multilabel CNN approach becomes less effective as
the model size increases in proportion to the number of characters, leading to significant scalability issues.
On the other hand, the CRNN model involves numerous hyperparameters that require careful tuning, adding
complexity to the model’s design. The convolutional layers within CRNN demand specific adjustments to
work effectively, further complicating the overall architecture. In contrast, our CRRVA model offers several
key advantages. It does not rely on the number of characters in the image, thus sidestepping the limitations
faced by other models that require preprocessing steps, longer training time, or complicated architecture.
Also, the number of hyperparameters in our model is considered relatively few. The architecture of our
CNN is inherently flexible and seamlessly integrates with the RNN layer, allowing for efficient processing
without the need for extensive preprocessing steps. A significant strength of our approach is its novelty; we
have pioneered the use of an image captioning model for CAPTCHA recognition, aiming to enhance the
performance and accuracy of CAPTCHA recognition systems.

Our approach can be extended to cybersecurity domains that rely on sequential data. The refined
attention mechanisms, especially in processing such data, have proven effective and hold significant potential
for enhancing cybersecurity measures. Additionally, this approach could be advantageous in other applica-
tions, such as car plate recognition, where improved attention mechanisms can lead to more accurate and
reliable results.

7 Conclusions

In summary, our study presents a groundbreaking approach to CAPTCHA recognition by integrating
a specialized RNN model derived from the UpDown architecture in image captioning. Augmenting the
model with CNNs enables the extraction of both local and global features, enhancing its capacity to decipher
intricate details within CAPTCHA images. Further enhancement through refined visual attention mecha-
nisms and dual layers of LSTM networks significantly bolsters performance. Across various datasets such
as BoC, Weibo, Gregwar, and Captcha 0.3, our system achieves remarkable success rates without resorting
to segmentation. Beyond theoretical advancements, our research holds practical significance in fortifying
online security. The simplicity and adaptability inherent in our model position it as a promising solution
in CAPTCHA recognition, leveraging techniques from image captioning. This work represents a notable
stride forward in CAPTCHA security, shedding light on the potential applications of image captioning
in enhancing internet security. For future work, we plan to incorporate advanced techniques such as
Transformer models, self-attention, and multi-head attention, along with a two-layer attention mechanism.
These enhancements are expected to significantly improve the model’s performance and adaptability.
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