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ABSTRACT: We analyze the suitability of existing pre-trained transformer-based language models (PLMs) for
abstractive text summarization on German technical healthcare texts. The study focuses on the multilingual capabilities
of these models and their ability to perform the task of abstractive text summarization in the healthcare field. The
research hypothesis was that large language models could perform high-quality abstractive text summarization on
German technical healthcare texts, even if the model is not specifically trained in that language. Through experiments,
the research questions explore the performance of transformer language models in dealing with complex syntax
constructs, the difference in performance between models trained in English and German, and the impact of
translating the source text to English before conducting the summarization. We conducted an evaluation of four PLMs
(GPT-3, a translation-based approach also utilizing GPT-3, a German language Model, and a domain-specific
bio-medical model approach). The evaluation considered the informativeness using 3 types of metrics based on
Recall-Oriented Understudy for Gisting Evaluation (ROUGE) and the quality of results which is manually evaluated
considering 5 aspects. The results show that text summarization models could be used in the German healthcare domain
and that domain-independent language models achieved the best results. The study proves that text summarization
models can simplify the search for pre-existing German knowledge in various domains.

KEYWORDS: Text summarization; pre-trained transformer-based language models; large language models; technical
healthcare texts; natural language processing

1 Introduction
Large, pre-trained transformer-based language models (PLMs) rely on deep learning and have become

cutting-edge tools in natural language processing (NLP). These models aim at the language modeling
objective and have shown outstanding capabilities in many tasks, particularly for texts written in English [1].
They thus enlarge the capabilities of previous NLP methods which can already support numerous use cases
from individual document analysis up to social network analysis [2].

In this research project, we aim to analyze whether existing models are suitable means to perform the
task of abstractive text summarization on German texts in the field of technical healthcare. Furthermore, we
show how these models can be used to provide a suitable solution for the automatic summarization of texts
and evaluate the quality of the results by conducting experiments.

The mentioned PLMs are mainly for English language applications, and multilingual adaptions may
not support specific NLP functionalities for certain languages. Currently, little is known regarding the
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multilingual capabilities since the pre-training of most models is performed on English texts [1]. Although
it is known that PLMs may attain multilingual capabilities in this training setting, usually denoted as
cross-language generalization, the quality and reliability of those capabilities remain to be tested [3].

Our research investigates the possibility of applying GPTs on non-English texts to perform abstract
summarization, focusing on texts describing technical solutions in the healthcare field written in German.
We focus on such technical texts in healthcare due to a general demand of providing summaries of technical
texts. In addition, research on text summarization mostly focuses on general documents such as news articles,
whereas particular domain-specific texts such as in the healthcare field are less investigated. Abstracts and
summarizations of these texts would help researchers and domain experts review the literature and find
relevant research more efficiently.

We consider the following hypothesis for guiding our research: Large language models can be used
to perform a high-quality abstractive text summarization on texts describing technical solutions in the
healthcare field written in German, although a used model is not specifically trained in the used language.
Independently of the results regarding this hypothesis, the following research questions (RQ) will be
answered to support a potential falsification or acceptance of the hypothesis:

• RQ1: Can transformer language models deal with complex syntax constructs of texts describing technical
solutions in the healthcare field written in German?

• RQ2: Do transformer language models trained in English in the healthcare field perform better than
transformer language models trained in German in the field of news articles when summarizing
technical German healthcare texts?

• RQ3: How does the quality of abstractive summarization using transformer language models change
when translating a source text to English before conducting the summarization?

The subsequent paper is organized as follows: In Section 2, we discuss related work. Our research
methodology is explained in Section 3. Section 4 presents details about the developed artifact while its
evaluation results including a discussion are shown in Section 5. Section 6 presents our conclusions.

2 Related Work
We conducted a literature review using a keyword-based search and forward/backward citation analysis.

Searches were performed on Google Scholar and SpringerLink, employing the following keywords and their
linguistic variants: “summarization NLP,” “summarization healthcare,” “summarization NLP German,” “NLP
abstract generation,” “multilingual text summarization,” “generative pre-trained transformer,” “transformer-
based language models,” “evaluation of text summarization,” and “NLP quality evaluation.” This review
yielded key findings, which are discussed below. While recognizing the importance of issues such as large
language model security [4] and ethical considerations [5], these topics fall outside the scope of this study.

In the article of Min et al. [6], the authors surveyed recent work that uses large language models to solve
NLP tasks via pre-training. The article references models such as Bidirectional Encoder Representations
from Transformers (BERT) and GPT, which achieve state-of-the-art performances on many NLP tasks
by leveraging the possibilities of deep neural networks. One of these tasks is text summarization, further
described in an article by Zhang et al. [7]. The authors introduce two types of text summarization:
extractive and abstractive. Extractive summarization selects salient sentences or phrases from a source text to
generate the summary, while abstractive methods compose the summary by paraphrasing and restructuring
sentences. Further development of deep neural networks improves extractive and abstractive summarization
opportunities. Many works have a standard procedure for neural network-based methods containing three
steps, as the authors mention in [8]. First, tokens are extracted from the source text into a continuous vector
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representing semantic and syntactic information about the token. An encoder then processes this vector to
output a fixed length vector called representations. Finally, the representations are provided to a generator
to form an abstractive summarization. Furthermore, the authors introduce transformer models proposed
in 2017 in the article “Attention is all you need” [9]. In this approach, an attention mechanism consisting of
only self-attention and feedforward neural networks replaces the traditional usage of convolutional neural
networks (CNNs) and recurrent neural networks (RNNs). Min et al. [6] reference GPT and BERT as models
which achieve state-of-the-art performances in the field of NLP. Zaczynska et al. [10] explore the capability
of the transformer model for the German language and show that models generally perform well but have
limits regarding complex syntactic structures of the language.

The approach of multilingual pre-trained models, for example, multilingual BERT (M-BERT) [11], an
adaption from BERT, enables users to build models where the target language differs from the main training
data. Pires et al. [12] showed surprisingly good results in numerous languages in the models tested. However,
they report significant differences in test results depending on the chosen language pair. Meanwhile, there
are quite a number of multilingual, bilingual, or monolingual language models including German available.
For instance, on the Huggingface platform we could identify seven models in total which support German.

The availability of data sets for text summarization in multiple languages is usually a problem, and
constructing such a database is difficult [13]. Scialom et al. [14] presented a large-scale database for
multilingual summarization. The database includes summary pairs in five different languages, and one of
them is German. The database consists of more than 1.5 million articles and summaries gained through news
articles. It would need to be tested if such databases can also be utilized for technical texts in healthcare [15].

The results of text summarization can be evaluated considering different dimensions. Gambhir et al. [16]
categorized the methods into extrinsic and intrinsic evaluation measures. In the intrinsic measures, the text
summarized by a machine is compared to a text summarized by a human. The human-made and machine-
made text are compared in terms of the text’s quality and informativeness. Recent evaluation techniques
focus on automatic and semi-automatic methods to assess the informativeness of a text summary. Widely
used automatic methods include ROUGE [17], which is the abbreviation of Recall-Oriented Understudy for
Gisting Evaluation. The method considers the intersecting units of a text summary created by a machine to
an ideal text summary made by a human based on n-gram, word sequences, and word pairs. Most published
papers on text summarization do not rely on a single evaluation method to judge the informativeness of a
text summary but rather show the results of different methods in one table [14,18,19]. Other methods, such as
the factoid score [20] or the pyramid measure [21], were also introduced to assess informativeness in a semi-
automatic manner. To assess the other dimension of the intrinsic category, the quality of the summarization
outcome needs to be tested by checking the grammar, structure, coherence, focus, and non-redundancy [18].
The extrinsic evaluation is executed by assessing the relevance and comprehensiveness of the machine-made
summary with the involvement of humans [16].

Rohil et al. [22] argue that while authors are summarizing literature in other fields, this is usually not
the case for texts in the medical or healthcare area. However, multiple studies have already been conducted
in this field. Gigioli et al. [23] use deep reinforcement learning to produce summaries of one sentence
length from texts in the medical domain. A model proposed by Gayathri et al. [24] uses a domain-specific
vocabulary thesaurus (MeSH) to rank sentences by importance. Finally, Moradi et al. [25] use the before-
mentioned BERT model and apply it to texts in the medical and healthcare domain. Zesch et al. [26] discuss
the processing of German medical text with NLP techniques. However, their focus is mainly on texts such as
patient documentation in form of clinical notes and specific tasks of text summarization are not discussed.
Another study focusing on the summarization of electronic medical records in English has been provided
by Bi et al. [27]. A recent review of the usage of pre-trained language models in medicine in general has been
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provided by Luo et al. [28]. Recent results on German text summarization (not focusing on medical texts) are
provided by Schubiger [29] and a general recent survey on text summarization is given by Zhang et al. [30].

Table 1 presents an overview of the discussed results regarding their contribution to areas such as
text summarization, German or multilingual application, and the focus on the medical domain. While all
previous studies have been successful in their ways, there is a clear research gap regarding the suitability of
large language models applied to technical texts regarding healthcare written in German.

Table 1: Overview of existing research regarding text summarization, German or multilingual application, and the
focus on the medical domain

Text summarization German Multilingual Medical texts
[27] X X
[11] X
[16] X
[24] X X
[23] X X
[17] X
[18] X
[28] X
[19] X
[25] X X
[21] X
[22] X X
[12] X
[20] X
[29] X X
[14] X
[10] X
[26] X X
[7] X

[30] X X
Our study X X X X

3 Research Design
The first subsection describes the research methods considered as well as the research strategy. The

subsequent sections cover the technological concepts considered for the development of the artifact, the data
collection approach, and the analysis and evaluation methods.

3.1 Research Method and Strategy
We use an experimental research method for the study of multilingual text summarization. This research

method addresses the study purpose because the hypothesis and the associated research questions can be
answered by the evaluation and following comparison of different language models described in the research
questions in Section 1.

Due to the nature of the hypothesis, an artifact body of code is needed. We will develop this artifact
during the study and denote it as “prototype” in the following sections. This prototype will be used to conduct
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experiments on technical healthcare texts in German containing no summarization or abstract. Fig. 1 shows
the applications scenario using the two approaches for answering research question 3 (RQ3), the direct
application of a respective model and the prior automatic translation to English, and a subsequent translation
of the results (generated abstracts) back to the target language. The input for both approaches will be the
same, i.e., German language texts, and the final results are summaries in German, so that both approaches
are comparable regarding the quality of results produced.

Figure 1: Application scenario of two approaches to be compared

3.2 Relevant Technological Concepts
The following subsections explore technological concepts that support the development of a prototype

further used as a test environment to evaluate different language models.

3.2.1 Natural Language Processing and Text Summarization
According to Liddy [31], Natural Language Processing is based on a set of computational techniques for

analyzing and representing naturally occurring texts at one or more levels of linguistic analysis to achieve
human-like language processing for a range of tasks or applications.

Munot et al. [32] describe various text summarization methods and the differences in the approaches.
Generally, they define text summarization as reducing the original document’s size while preserving its
information content, and its summary is less than half of the main text. Furthermore, as mentioned in the
Literature Review, there are generally two different methods in automated text summarization, extractive
and abstractive.

• Extractive summarization is described by Liu [33] as follows. The method analyzes a document or several
documents on a sentence and word-based approach, where the algorithm indicates whether a sentence
should be included in the summary, thereby it is assumed that sentences that represent the essential
content of a document should be incorporated in the summary.

• Abstractive summarization is described by Moratanch et al. [34] as follows: The method performs
summarization by understanding the original text with the help of linguistic methods to understand
and examine the text. The objective of the summarization is to create a generalized summary, which
conveys information in a precise way that generally requires advanced language generation and com-
pression techniques. This results in a summary created with entirely new sentences to deliver the most
relevant information.

For our study, the method of abstractive summarization is used to analyze the capability of different
language models.
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3.2.2 Development Environment
The first choice of a programming language when it comes to text data manipulation is Python which

offers a number of benefits. As a significant number of open-source NLP libraries are available in Python,
and other machine learning libraries provide Python APIs, we decided to use Python as the primary
programming language for this project. A particular set of software programs is required to work with
human language data in Python. A well-known platform called the Natural Language Toolkit (NLTK) offers a
variety of corpora, lexical resources, and libraries for text categorization, parsing, tokenization, and semantic
reasoning. Furthermore, NLTK includes some basic metrics for the evaluation of NLP tasks [35] which are
useful for our analysis of text summarization capabilities.

3.2.3 Language Models
In almost every NLP task, transformer-based pretrained language models have succeeded remarkably

well during recent years. These models are based on a transformer neural network trained in a self-
supervised scenario using large volumes of text data. Transformer-based PLMs achieve universal language
representations and transfer learning capabilities enable them to succeed in NLP tasks which were not part
of the training scenario. For example, NLP researchers created models like BERT and GPT-3 by pre-training
them on massive amounts of unlabeled text using self-supervised learning, which was motivated by the
success of pre-trained image models [36].

GPT-3 (Generative Pre-trained Transformer 3) is a state-of-the-art language model developed by
OpenAI. It uses a deep neural network with 175 billion parameters, making it one of the largest models of
its kind. In addition, the model is pre-trained on a massive dataset of diverse text, allowing it to generate
human-like text when finetuned on specific tasks. The Text-Davinci-003 is a specific version of the GPT-3
model with the highest API access level.

GPT-3 uses a transformer architecture, which uses self-attention mechanisms to weigh the importance
of different parts of the input, allowing the model to focus on the most relevant information [9]. GPT-3 is
trained using a variant of the transformer architecture called the Transformer-XL, which was introduced by
Dai et al. [37]. The Transformer-XL allows the model to learn patterns in text that span longer distances,
making it more effective at understanding the meaning and context of the text. The GPT-3 model is finetuned
on specific tasks using the transfer learning method, which allows the model to adapt to new tasks using
the knowledge it has learned from pre-training. This approach is highly effective in various natural language
processing tasks and has been widely used in recent years in scientific literature.

BERT (Bidirectional Encoder Representations from Transformers) is a pre-trained transformer-based
language model developed by Google that has achieved state-of-the-art performance on a wide range of
natural language understanding tasks. The model is trained using masked language modeling, in which
some of the words in the input are replaced with a special token (e.g., [MASK]), and the model is trained
to predict the original token based on the context. The BERT model is a bidirectional model, which means
it considers the context before and after a given token, as opposed to traditional models that only consider
the context before the token. This bidirectional approach allows BERT to understand the text’s meaning and
context better. The model is pre-trained on a large corpus of text and finetuned on specific tasks such as
sentiment analysis, question answering, and named entity recognition. Finetuning is done by adding a small
task-specific layer on top of the pre-trained BERT model and training it on the task-specific dataset [11].

T5 (Text-to-Text Transfer Transformer) is a state-of-the-art natural language processing (NLP) model
developed by Google Research. It is a variant of the Transformer architecture designed to generate text from
text inputs. The model is trained on various tasks, such as text classification, summarization, translation,
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and question answering. The model works by encoding an input sequence of text and generating an output
sequence of text. First, the model is trained using a masked language modeling objective, where a portion
of the input tokens are masked, and the model is trained to predict the masked tokens given the context.
During inference, T5 takes an input text string and adds a special token to indicate the start and end of
the input text. It then uses its pre-trained encoder to convert the input text into a sequence of continuous
representations, known as embeddings. The decoder then uses these embeddings to generate the output text.
One of the fundamental features of T5 is its ability to perform any NLP task by simply modifying the input
and output text strings without any task-specific modification to the model architecture. This is achieved by
providing the task information as a text string that is appended to the input text, which the model uses to
determine the desired output. T5’s large size and pre-training on a diverse range of tasks enables it to have a
high level of generalization, allowing it to perform well on a wide range of NLP tasks without the need for
task-specific finetuning [38].

3.3 Data Collection and Evaluation Approaches
Different approaches are possible for creating the dataset serving as the input of the system. Webscraping

and webcrawling are techniques to automatically search for unstructured data on the web and store them in
a structured format. They are unable to ascertain whether the collected data is useful as input to the proposed
prototype solution. This is due to the specificity of the input needed. No single database or set of parameters
exists for technical texts in the healthcare domain; thus, this approach is not viable for application in this
case. Because the prototype should only serve as a proof of concept, a limited sample of 16 documents is
collected manually from the healthcare magazine Aphasie Suisse [39], which publishes recent advances and
studies in the field of aphasia. To aid the evaluation process described in the next paragraphs, these texts
already contain abstracts that can be used to evaluate the quality of the results.

As described in the literature review, the taxonomy laid out by Gambhir et al. [16] suggests evaluating
text summarization models based on intrinsic and extrinsic measurements. However, our research questions
primarily focus on comparing different models, and we do not attempt to use the output to perform
subsequential tasks such as question answering with the generated summary. Therefore, we focus this paper
on an intrinsic evaluation and will assess the two categories of informativeness and quality.

3.3.1 Informativeness
To assess the informativeness, we will rely on the well-established ROUGE methods [17]. The ROUGE

methods take an automatically summarized text and compare it to a reference summary. This comparison
can be made by considering the recall or the precision measure. The recall measure compares the number of
matching words in an automatically summarized text to the total number of words in the reference summary.
The precision measure compares the number of overlapping words to the total number of words in the
automated text summary to ensure that only relevant words are included in the summary. The F-Measure
(or F1 score) combines recall and precision by multiplying these two values and dividing the result by their
sum, and multiplying by two.

F1 score = 2 × Precision × Recal l
Precision + Recal l

The ROUGE-N method assesses a certain number of grams. ROUGE-1 assesses unigrams (single
words), and ROUGE-2 bigrams where two words are taken as a comparison. The ROUGE-L method
measures the longest common sequence (LCS) of words. The advantage is that the n-gram length does not
need to be defined, as it automatically includes the longest common sequence. There are many more ROUGE
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variants available, but Lin et al. [40] show encouraging results for the ROUGE-L method to assess the quality
of automatic machine translation. Therefore, we will use a combination of the F-Measure of ROUGE-1,
ROUGE-2, and ROUGE-L to assess the informativeness aspect of our German text summarization model.

3.3.2 Quality
The conferences of DUC (Document Understanding Conference), which became later a part of TAC

(Text Analysis Conference), suggest that linguistic quality is best assessed by a human reviewer rating the
aspects of non-redundancy, focus, grammar, referential clarity, and structure and coherence on a scale from
1–5 [18].

• Grammaticality: The text summary should not consist of grammatical errors such as capitalization
errors, missing words, or fragments that would hinder the reader’s understanding of the sentence.

• Non-redundancy: The summary should be free of needless repetitions, such as whole sentences or facts
that only need to be mentioned once.

• Referential clarity: It should be clear what pronouns and noun expressions refer to. If an object or person
is mentioned, their significance to the story should be easily identified.

• Focus: The summary should only include focused information that is important in the whole context of
the text.

• Structure and coherence: A straightforward design should exist, as well as a logical order of sentences in
summary. Sentences should be logically connected.

There are also some automatic attempts made by Pitler et al. [41], which only show similar performance
to a human reviewer when performing several statistical models in combination, which seems not to provide
enough added value to be used in the framework of this paper, so we refer to the five linguistic questions of
the DUC/TAC conference. The assessment is done by the authors using a 5-point Likert scale.

4 Development and Artefact

4.1 Implementation Process
Before implementing the prototype, we defined the necessary steps to conduct experiments to answer

the research questions. The following list describes the implemented process steps to generate summaries:

1. Read input text.
2. Pre-process the input text based on the two substeps:

2.1. Optional: Translate text to English.
2.2. Split text into subtexts (due to input length limits of PLMs).

3. Summarize each subtext using a pre-trained language model.
4. Merge subtext into the final summary (concatenation of subtexts).

4.1. Optional: Translate the summary back to German.
5. Calculate evaluation metrics.

We used Python 3.10.9 programming language to develop the prototype. For simplicity reasons, the
resulting prototype artifact does not entail a graphic user interface. The technology used, as well as the
mechanics, can be summarized as follows. The prototype is based on several libraries, packages, and bundles
documented in a requirements file. It should be noted that some models of the prototype use the API
provided by OpenAI, which could generate costs [42]. The API is used to implement translation and
summarization with GPT-3. Furthermore, Hugging Face transformers library is used for other language
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models such as BERT and a Bio-Medical Model [43]. We did not consider additional efforts to optimize the
runtime as the prototype is used for research purposes only.

Generally, the provided code summarizes all txt-files included in the input folder and places them in
the output folder. An independent script is used to create the evaluation files, which considers the generated
and corresponding target summaries. The evaluation metrics are calculated by using the rouge-score Python
library and functionalities of the NLTK Python library.

4.2 Implemented Approaches
The following list provides an overview of the four implemented approaches to perform abstractive text

summarization:

1. GPT-3 approach (GPT-3): This approach uses the GPT-3 language model described in Section 3.2.3.
to generate the summary. The implementation accesses the OpenAI API to summarize the German
input text.

2. Translate approach (T): This approach utilizes the same API and language model as the GPT-3 approach.
Before the German input text is sent to the API, the input text is translated into English. After performing
the summarization task, the text is translated back into German.

3. German language Model approach (GM): This approach uses an implementation of the BERT language
model described in Section 3.2.3. to generate the summary. This multilingual model was trained using
data from five languages. It is accessed via Hugging Face transformers library, and the full description
can be found at https://huggingface.co/mrm8488/bert2bert_shared-german-finetuned-summarization
(accessed on 03 March 2025).

4. Bio-Medical language model approach (BM): This approach uses an implementation of the T5
language model described in Section 3.2.3. to generate the summary. The model is specifically
trained to perform abstractive summarization on biomedical research papers. The finetuning of the
model was performed on the Scitldr [44] dataset. The model is accessed via Hugging Face trans-
formers library, a description of the model can be found at https://huggingface.co/spaces/Blaise-g/
summarize-biomedical-papers-long-summary-or-tldr (accessed on 03 March 2025).

The considered models are used for summarization with default settings and most of them do not
provide a further specification of the length of the summary. In our case (and probably for the evaluation
of text summarization in general) it would be most useful to target a summary length similar to already
available summaries. Only for the German BERT model, we could specify a minimum length of 150 and a
maximum length of 200 tokens which appears similar to the target lengths.

5 Evaluation

5.1 Evaluation of Informativeness
Fig. 2 presents a comparison of the performance of four distinct models; Bio-Medical (BM), Ger-

man/Multilingual based on BERT (GM), GPT-3, and a model that utilized a two-step process involving
translation to English and subsequent GPT-3 summary generation followed by translation back to German
(T). The comparison was conducted using three key metrics: ROUGE-1 (R1) F-Measure, ROUGE-2 (R2) F-
Measure, and ROUGE L (RL) F-Measure. The results of the R1 F-Measure, which evaluates the number of
single words overlapping between the generated summary and the ideal summary, indicate that the GPT-3
model achieved the highest average score of 0.322, followed by the BM model with an average score of 0.256,
the GM model with 0.231, and the T model with 0.221. Additionally, the GPT-3 model showed the highest
average score for the R2 F-Measure, evaluating two consecutive words, with a value of 0.092. The ROUGE

https://huggingface.co/mrm8488/bert2bert_shared-german-finetuned-summarization.
https://huggingface.co/spaces/Blaise-g/summarize-biomedical-papers-long-summary-or-tldr
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L F-Measure, which evaluates the longest common sequence, also demonstrated the GPT-3 model as the
leader with a score of 0.152.

0.322

0.092
0.152

0.256

0.046
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GPT3 BM GM T

Figure 2: Comparison of the results using the F-Measure

The GPT-3 model required 320 words on average to create a summary, which is significantly lower than
the T model, which utilized 612 words on average. However, it is also substantially higher than the GM model,
which required 112 words, and the BM model, which utilized 85 words. The differences in lengths of the
generated summaries significantly limit the possibilities to compare the results of the considered models.

As depicted in Figs. 3 and 4, the length of the summary has a substantial impact on the R1 precision
and the R1 recall. Longer generated summaries are more likely to match the words of the ideal summary,
thus increasing the recall value, while excessive words in the generated summary can decrease the precision
value. Finally, it is worth mentioning that although the GPT-3 model uses fewer words compared to the T
model (see Table 2), it still achieves similar recall scores. This is because the translation process used by the
T model often adds additional, non-value-adding words to the summary.
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Figure 3: Number of words and precision
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Figure 4: Number of words and recall

Table 2: Recall measure comparison for GPT-3 and T

Language model Average of
no. of words

Average of
R1_Recall

Average of
R2_Recall

Average of
RL_Recall

GPT-3 320 0.504 0.140 0.240
T 612 0.535 0.137 0.281

5.2 Evaluation of Quality
In addition to the automated assessment based on ROUGE scores, we conducted a manual assessment

of five quality aspects for the results of the model as described in Section 3.3.2. The results of the manual
quality assessment align with those of the automated assessment. As shown in Table 3, the GPT-3 language
model achieved the highest score, with an average of 3.90 points out of a maximum of 5. The T model and the
BM model followed closely with scores of 3.73 and 3.68 points, respectively. The only model that performed
significantly lower was the GM model, with a score of only 1.85 points.

Table 3: Average quality scores (see Fig. 5)

Model Average of scores
GPT-3 3.90

T 3.73
BM 3.68
GM 1.85

As shown in Fig. 5, the GPT-3 model did not exhibit the highest performance in any of the five categories,
but it did not present a specific weakness in any of the dimensions, unlike the other models.
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Figure 5: The five quality scores of the considered models

The T model performed poorly in the Focus category, while the BM model struggled with Structure
and Coherence. On the other hand, the German Multilingual Model (GM) based on the MLSUM dataset
underperformed across all categories. Despite selecting relevant words, resulting in an average score for
informativeness based on the ROUGE scores, the sentences generated by the GM model often lacked
coherence for a human reader. Fig. 6 provides an example of such a generated text. This highlights the
importance of automated ROUGE scores and manual assessment by a human expert in determining
the quality of a text summary, as manual assessment offers a more profound understanding beyond the
ROUGE score.

Figure 6: Example 1 of a GM summary

Other outputs of the GM model, for example, shown in Fig. 7, were distorted and would need further
investigation if finetuning the model would lead to better results.

Figure 7: Example 2 of a GM summary

The Biomedical Model with Translation demonstrated the ability to generate coherent sentences without
grammatical errors. Despite producing concise summaries with an average of 14 words per sentence, the
shortest among all the models, it struggled to connect the sentences to form a cohesive narrative. Many
sentences started with similar phrases, as illustrated in Fig. 8, where two sentences start with “Wir lernen,”
but lack a connection between them. As a result, the model received a low score in the Structure and
Coherence category.

In most categories, the Translated GPT-3 Model performed similarly or even better than the original
GPT-3 Model. However, it generated excessively lengthy summaries, impacting its focus. Additionally, as
depicted in Fig. 9, some words were not correctly translated back to German and remained in English, leading
to potential linguistic errors.
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Figure 8: Example of BM model summary

Figure 9: Example of T model summary

The untranslated GPT-3 Model generated comprehensible summaries with a correct grammatical
structure, and effectively handled specialized medical terms. However, its challenge was the limitation
of tokens, which caused the summaries to end abruptly, as demonstrated in Fig. 10. During the quality
evaluation, these incomplete sentences were considered. However, further investigation is necessary to
address this token limitation issue, which could result in higher scores in the quality assessment.

Figure 10: Example of GPT-3 model summary

5.3 Discussion
In this subsection, we discuss how this study has led to answering the research questions and proving

the hypothesis formulated in Section 1 to be true, thus closing the research gap.
RQ1: Can transformer language models deal with complex syntax constructs of texts describing

technical solutions in the healthcare field written in German? The results evaluating the summaries made
by the different models have shown (both for the ROUGE based automatic evaluations and for manual
assessment) that it is entirely possible for these models to deal with the complex technical input texts provided
despite clear potential for further improvement.

RQ2: Do transformer language models trained in English in the healthcare field perform better than
transformer language models trained in German in the field of news articles when summarizing technical
German healthcare texts? This research question can be answered by comparing the Bio-Medical language
model with the German language model. The German language model underperformed in terms of manual
quality assessment compared to all other models. However, since only one German-trained model has been
tested, it is not possible to prove conclusively that German models are worse. On the other hand, the Bio-
Medical language model used had trouble to form a cohesive narrative. With these caveats in mind, this
research question can be answered with “Yes” even though both models are performing worse than the other
tested models. As multilingual or German language models lag significantly behind state-of-the-art English
language models, future progress may lead to another answer to this question.

RQ3: How does the quality of abstractive summarization using transformer language models change
when translating a source text to English before conducting the summarization? Evaluating the proposed
translated model has shown that using a translator-based approach is very promising. Especially, for two
categories of the manual assessment, the T model with translation achieved the best results. However, many
nuances and details get lost by translating such technical texts as used in this work.
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6 Conclusions
With the answering of the research questions based on the experiments conducted, we believe the

hypothesis to be proven true despite limitations of our study such as regarding the limited range of considered
models, limitations of finetuning them for the specific application (e.g., regarding the length of summaries),
or concerning the limited amount of sample data. Even with these limitations, it can be clearly stated that
text summarization models can be used in the healthcare domain even if the text produced is German.
The performance of the models not specifically trained in one domain shows great promise of use in
other knowledge domains, as the results proved that domain-specific knowledge is of limited use when
summarizing a text. However, there is still quite a significant potential for further improvement. This
technology may be used by domain specialists searching for knowledge databases without author-provided
abstracts. Due to the limited number of models tested and the single domain analyzed, it is impossible to
conclusively prove that this is possible in every domain or that the models used to evaluate this domain would
perform equally in other areas. As shown in Section 3.3, certain models produced strange results, likely due
to coding errors. Whether implementing these models in lesser-used languages than German produces the
same quality of results would have to be studied in further detail. In addition, we suggest using a broader
range of large language models in future research such as the most recent versions of GPT, Gemini, or Llama.
In addition, in subsequent studies, we will explore further techniques such as retrieval augmented generation
in medical use cases employing large language models.

In general, we assume that further significant progress will be made in large language models, not only
in general but also regarding multilingual or specific non-English models, in the coming years. Therefore,
further studies are required. Moreover, such studies should also cover a wider range of suitable test data
(such as technical or academic documents related to healthcare and medical topics). Specific focus should
be given to the dependence of summarization quality on the level of technical language and the complexity
of grammatical structure used in the sample texts.

In conclusion, this work delivered proof that text summarization models can be used in Ger-
man healthcare texts’ very specific and technical domain. As domain-independent language models like
GPT-3 achieved the best results, this technology has the potential to be helpful to many experts in practice
and academia by simplifying the search for pre-existing German knowledge in their domains. Indeed, we
further experimented with this approach and provided a respective solution for a platform supporting
digital maturity assessment and further digitalization in the healthcare field [45]. Experiments with this
platform indicated that automatically generated summaries are understandable by healthcare professionals
who considered them very useful for providing fast insights into the contents of respective documents.
During this project, we also considered using alternatives to well-known models such as those by OpenAI
for cost reasons or for confidentiality considerations which appeared possible with acceptable computational
effort due to reduced model complexities but still with acceptable quality of the results.
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