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ABSTRACT: Sentiment analysis plays an important role in distilling and clarifying content from movie reviews,
aiding the audience in understanding universal views towards the movie. However, the abundance of reviews and
the risk of encountering spoilers pose challenges for e�cient sentiment analysis, particularly in Arabic content. �is
study proposed a Stochastic Gradient Descent (SGD) machine learning (ML) model tailored for sentiment analysis
in Arabic and English movie reviews. SGD allows for �exible model complexity adjustments, which can adapt well
to the Involvement of Arabic language data. �is adaptability ensures that the model can capture the nuances and
speci�c local patterns of Arabic text, leading to better performance. Two distinct language datasets were utilized, and
extensive pre-processing steps were employed to optimize the datasets for analysis.�e proposed SGDmodel, designed
to accommodate the nuances of each language, aims to surpass existing models in terms of accuracy and e�ciency.�e
SGD model achieves an accuracy of 84.89 on the Arabic dataset and 87.44 on the English dataset, making it the top-
performing model in terms of accuracy on both datasets. �is indicates that the SGDmodel consistently demonstrates
high accuracy levels across Arabic and English datasets.�is study helps deepen the understanding of sentiments across
various linguistic datasets. Unlike many studies that focus solely on movie reviews, the Arabic dataset utilized here
includes hotel reviews, o�ering a broader perspective.
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1 Introduction

Sentiment analysis, an interdisciplinary domain within Natural Language Processing (NLP), goals to
systematically recognize, extract, measure, and study a�ective states and subjective information. In the
context of cinematic critique, sentiment analysis is employed to distill the evaluative content of movie
reviews, categorizing the expressed sentiment into polarities such as positive, negative, or neutral [1]. �is
quantitative assessment of qualitative data is instrumental for stakeholders, including �lmmakers, marketing
personnel, and potential audiences, to discern prevailing attitudes toward a movie’s content, themes, and
execution [2].

In the current digital era, when individuals seek to invest their time and data usage judiciously,
particularly in watching movies, meeting their expectations becomes signi�cant. A �lm that falls short of
these expectations can result in feelings of wasted time and resources. Consequently, many individuals turn
tomovie review websites to guide their viewing choices. However, with the sheer volume of reviews available
online, it becomes exceedingly di�cult for viewers to si� through all the available information and gain a
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clear, consolidated understanding of whether a movie is worth their time. �is overwhelming abundance of
reviews necessitates a more e�cient method of processing and summarizing sentiments toward movies [3].

An additional concern in the �eld of movie reviews is the potential inclusion of spoilers. Reviews, while
informative, might inadvertently contain spoilers that can signi�cantly diminish the viewing experience for
potential audiences [4].�e anticipation and excitement of uncovering a movie’s plot naturally contribute to
the overall enjoyment of the �lm. �erefore, spoilers within reviews not only spoil speci�c plot points but
can also ruin the entire viewing experience for an individual. �is issue highlights the need for a sentiment
analysis tool that can navigate around spoilers, providing audiences with the sentiment of a movie review
without exposing them to plot-revealing details.

Despite the global popularity of movies and the universal habit of reviewing them, there is a noticeable
scarcity of sophisticated sentiment analysis tools tailored for Arabic content. Arabic, being a rich and
complex language with its own set of nuances, poses unique challenges for sentiment analysis. �is gap in
technology means that Arabic-speaking audiences are underserved in terms of accessing aggregated and
spoiler-free sentiments of movie reviews.�e development of an advanced sentiment analysis model capable
of understanding and processing Arabic movie reviews could signi�cantly enhance the movie selection
process forArabic-speaking audiences, providing themwith a reliable, e�cient, and spoiler-freeway to gauge
the worthiness of a movie [5].

�is problem statement outlines the critical need for a sentiment analysis solution that addresses not
only the challenge of voluminous movie reviews but also the risk of encountering spoilers, speci�cally
catering to the unique linguistic characteristics of Arabic movie reviews.

�is article introduces a Stochastic Gradient Descent machine learning model tailored for the task of
opinionmining inmovie reviews.�e focus of the article is to address the challenges posed by dual-language
datasets, speci�cally encompassing movie reviews in both Arabic and English. �e aim is to enhance the
understanding of sentiments expressed in reviews through the proposed model, o�ering a solution that
accommodates the nuances present in diverse linguistic datasets. Stochastic Gradient Descent (SGD) in
the machine learning model provides bene�ts in the context of movie review sentiment analysis. SGD is
well-suited for large datasets, making it e�cient for processing vast amounts of movie reviews commonly
encountered in sentiment analysis tasks. It processes data in small, randombatches, enabling quicker updates
to the model parameters and faster convergence. �e key contributions of the study are as follows:

• Two datasets, each in distinct languages, namely Arabic and English, were employed for this study.�ese
languages exhibit diverse writing styles and scripts. �e simulation was executed using the proposed
machine learning model to attain better results. �e model was tailored to accommodate the unique
characteristics of both languages, ensuring e�ective performance in opinion mining across the Arabic
and English datasets.

• To enhance the quality of datasets for our machine learning algorithms, we incorporated several
pre-processing steps. �is involved tasks such as Data Cleaning, Label Encoding, Removing Emo-
jis/Emoticon, stop word removal, Tokenization, Stemming, and term frequency-inverse document
frequency (TF-IDF).�ese steps were implemented to address challenges likemissing values and special
characters. Various techniques in data cleaningwere applied to ensure the dataset remained free of errors
and inconsistencies. Collectively, these measures were taken to optimize the datasets, improving the
overall e�ectiveness of the machine learning algorithms for subsequent analysis.

• Stochastic Gradient Descent (SGD) machine learning models are proposed to design for two distinct
languages to achieve better performance compared to traditional ML models. �e intention behind
this proposed method is to use SGD capabilities in optimizing model parameters for enhanced results,
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tailored speci�cally to the nuances of each language. �e aim is to surpass other existing ML models in
terms of accuracy and e�ciency within the context of language-speci�c applications.

2 Literature Review

Sentiment analysis is a signi�cant tool in assisting people in selecting the movies to watch by showing
them whether a movie is worth their time. �is technique works by analyzing the text in movie reviews to
see if the opinions expressed are positive, negative, or neutral. �e goal of sentiment analysis is to categorize
movie reviews based on the according to the attitudes or feelings they express. In recent years, signi�cant
advancement has been made in this research area, and new methodologies have been developed. Opinion
mining for Arabic reviews is thoroughly summarized in the literature review shown in Table 1.

�e most recent study on sentiment analysis using Arabic reviews has investigated di�erent �elds and
specially in Arabic movie reviews. Obiedat emphasized the signi�cance of annotated datasets for Arabic
sentiment analysis [6]. Al-Mansoori developed a sentiment analysis algorithm with great accuracy that was
intended especially for reviews of Arabic �lms [7]. Alnemer et al. developed a pre-processing technique to
improve sentiment analysis results [8] and proposed a noval approach using aMLmodel, which led to better
accuracy [9]. �ese research demonstrate how sentiment mining for Arabic reviews is gaining popularity
and developing.

Al-Moslmi et al. [10] presented the Arabic senti-lexicon, an important tool for opinion mining, and
examined its performance across several aspects and classi�cation approaches. �e study highlights how
important it is becoming to recognize emotions in Arabic texts at the sentence and aspect levels. It also talks
about the lack of Arabic annotated datasets and the challenges of processing Arabic. �e study emphasises
how di�cult it is for academics to work in this area due to the restricted availability of such datasets, which
only cover a few specialized areas.

A thorough review of aspect-based sentiment analysis in Arabic was o�ered by Obiedat et al. [6], who
emphasized the necessity for further annotated datasets in this �eld. �e paper highlights the challenges
associated with working with Arabic natural language processing and explores the growing importance of
distinguishing feelings at both the sentence and aspect levels inArabic texts. One of themain problems raised
is the dearth of Arabic-language annotated datasets, which poses challenges for researchers.�e study points
out that the restricted availability of datasets in certain regions is a major barrier in this discipline, as is the
absence of annotated corpora.

Al-Mansoori et al. [7] focus on sentiment analysis in the particular �eld of Arabic �lm reviews,
developing a system and lexicon that performs exceptionally well. �is paper presents the Multi-domain
Arabic Sentiment Corpus (MASC), a corpus of 8860 reviews from several categories that show both positive
and negative attitudes. Taken as a whole, they highlight the growing interest in and progress made in Arabic
sentiment analysis, but they also highlight the need for additional study and resource development.�emain
�ndings of the paper are Sentiment analysis is popular and used in various aspects of life, including movie
reviews. An Arabic lexicon for movies was created and used in sentiment analysis for Arabic movie reviews.
�e proposed Movie Rating for Arabic Reviews System (MRARS) showed excellent performance, with
accuracy ranging between 94%–100%.�e limitations of the study include the lack of sentiment resources in
languages other than English, particularly in Arabic and its dialects, the need for further assessment of the
quality of the developed language resources, and the study’s focus on assessing the quality of the developed
resources and integrating di�erent feature sets and classi�cation algorithms, rather than exploring other
aspects of sentiment analysis.
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Guellil et al. [11] determine sentiment in documents or sentences, with a focus on Arabic and its
dialects; to present recent resources and advances in Arabic sentiment analysis, including the construction of
sentiment lexicon and corpus; to describe emergent trends related to Arabic sentiment analysis, particularly
the use of deep learning techniques. �e main �ndings of the paper are the lack of annotated sentiment
resources for Arabic, recent advances in Arabic sentiment analysis, and the emergent trends associated with
the use of deep learning techniques.

Brahimi et al. [12] introduce techniques aimed at extractingmeaningful opinions and values fromonline
movie reviews to enhance sentiment analysis (SA) in Arabic. First, a method for examining the impact of
skip-n-gram and n-grammodels on sentiment categorization was presented. Next, investigate a method that
employs Part-of-Speech tagging to employ subjective terms like adjectives and nouns. Feature reduction
strategies are employed to enhance these approaches and get superior sentiment analysis outcomes. �ird,
to talk about how to review summaries and conclusions in order to extract important opinions. Lastly, it
proposes a combined methodology to improve sentiment classi�cation accuracy and a method of customer
opinion analysis by utilizing the customer value model to determine the elements impacting the opinions of
the customers.

�e SVM Sentiment Analysis for Arabic Students’ Course Reviews (SVM-SAA-SCR) algorithm, a
comprehensive framework for analyzing student comments, was proposed by Lauati et al. [13]. �is
approach entails gathering student reviews, preparing the information, and categorizing the sentiments
as neutral, negative, or positive using a machine-learning model. Steps like obtaining data, eliminating
unnecessary information, tokenizing text, removing commonwords (stopwords), and conducting stemming
or lemmatization are all included in the data preprocessing process.

An opinion analysis method was created by Abimanyu et al. [14] to examine Rotten Tomatoes movie
reviews. In this article, features were extracted using TF-IDF, signi�cant features were chosen using
Information Gain, and classi�cation was done using Logistic Regression (LR).

Table 1:�e summery of literature review

S.
no.

Ref.,
year

Techniques Pre-processing Dataset Evaluation
measures

Results

1 [8],
2019

Bernoulli Naıve Bayes,
Decision Tree, Support

Vector Machines
(SVM), neural

network, convolutional
neural network

Emoticon Extraction,
word normalization,

morphological
processing, negation

processing

Arabic hotel review
dataset

Accuracy
F-measure

82.60%
79.00%

2 [9],
2020

Ridge, gradient
boosting, multi-layer

perceptron

Tokenization,
normalization, stop
words removing,

stemming

Arabic hotel review
dataset

Accuracy,
Precision, Recall,
F1-Score, Time

95.06%
94.00%
96.00%
95.00%
0.16 (S)

3 [15],
2018

Network Hybrid with
Naive Bayes Algorithm

Attraction, hotel
reviews, restaurant

reviews, movie reviews,
product reviews

Accuracy 93.10%

4 [10],
2017

Naıve Bayes, k-Nearest
Neighbours, SVM,
Logistic Linear

Regression, Neural
Network

Tokenization,
Normalization, Stop
Word removal and

stemming

Arabic senti-lexicon Precision, Recall,
F1-Score, F1-Macro

(Continued)
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Table 1 (continued)

S.
no.

Ref.,
year

Techniques Pre-processing Dataset Evaluation
measures

Results

5 [12],
2019

SVM POS tagging, review
summarization

Arabic movie review
dataset

F-measure 76.74%

6 [13],
2023

SVM Tokenizing, removing
stop words, stemming

Arabic course review
dataset

Accuracy precision
recall

7 [16],
2023

Logistic regression
method, information
gain feature selection

Data cleaning,
stemming,

lemmatization,
tokenization

Rotten tomatoes
movies reviews

Precision, Recall,
F1-Score

75.56%
78.19%
76.50%

8 [17],
2023

Naive bayes, logistic
regression, SVM

Data cleaning,
stemming

IMDb dataset for
movie reviews

Accuracy,
Precision, Recall,

F1 score.

73.00%
70.00%
68.00%
74.00%

9 [18],
2023

TF-IDF, Chi-Square,
KNN

Data cleaning,
stemming, case folding

Indonesian-language
movie review

Precision, Recall,
F1-Score

82.12%
92.35%
86.94%

3 Proposed Methodology

In this paper, a systematic framework is proposed to address the challenges related to opinion in
reviews. �e framework consists of three main steps: �rst, preprocessing, where the raw data is prepared for
analysis; second, feature extraction, where important information is identi�ed from the preprocessed data;
and third,model training, where amachine learningmodel is used to classify themovie reviews into di�erent
categories. Speci�cally, a Stochastic Gradient Descent (SGD) machine learning model is proposed, designed
for analyzing reviews in both Arabic and English datasets.

3.1 Pre-Processing
Pre-processing contributes to cleaning and re�ning the data, Eliminating noise, irrelevant charac-

ters, repeating reviews, and stop words. As a result, sentiment analysis algorithms are not in�uenced by
irrelevant information and the proposed model becomes more accurate as they focus on relevant and
meaningful content. Techniques such as text normalization, Removing Emojis, Label Encoding, Stop word
removal, lemmatization, Tokenization, and stemming contribute to a consistent representation of words.
�is consistency is signi�cant for capturing the true sentiment expressed in distinct variations of words.

Pre-processing addresses contractions and abbreviations, assuring that the sentiment indicated in the
full form is appropriately captured. �is step contributes to a more accurate interpretation of sentiments.
Handling with missing values assures that sentiment analysis models can handle instances where user
sentiments are not explicitly indicated. Proper handling of missing data provides a more comprehensive
sentiment analysis. Removing stop words and irrelevant information contributes to a reduction in the
dimensionality of the dataset. �is not only speeds up the analysis process but also helps in focusing on the
most relevant features for sentiment classi�cation.

In the proposed methodology, we employ pre-processing techniques to eliminate irrelevant content
from movie reviews, thereby reducing the features. �is ensures that all learning algorithms can e�ectively
utilize the data.One of the key steps in data pre-processing o�en referred to as a dataminingmethod, involves
transforming raw data into a comprehensible format. Real-world data is o�en inconsistent, fragmented, and
lacks precise trends or behaviors, leading to a higher number of inaccuracies. Hence, pre-processing the
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data becomes a signi�cant step to address these issues encountered during sentiment analysis.�e following
seven methods are carried out during the pre-processing to enhance the quality of raw data.

Data Cleaning: Data cleaning involves �nding and �xing errors, inconsistencies, and inaccuracies in
datasets to enhance the overall quality of the data.

Label Encoding: Label encoding is the method of converting categorical sentiment labels (such as
‘positive’ or ‘negative’) into numerical representations for computational analysis in Arabic Language.
Example of Label Encoding in Arabic Positive (ú
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Stopwords removal:Removing stop words involves eliminating commonwords that don’t signi�cantly
contribute to the meaning of the text in the context of text mining. �ese include words like pronouns,
articles, and prepositions, which appear frequently but lack substantial semantic relevance. Examples include
words such as ‘ úÎ « ’ (on), ‘ñ ë ’ (he), and ‘ 	á Ó ’ (of). Since most of these words don’t play a crucial role in
categorization tasks, they can be discarded without negatively impacting the performance of the classi�er.
Doing so o�en enhances the process by reducing noise in the data [9].

Stemming: Stemming involves replacing a word with its root form and is considered a crucial
preprocessing step in opinionmining and natural language processing [17].�is method standardizes words
by reducing them to their base form. In Arabic, many words share the same root; for instance, the words
(Qº

	
®

�
K- �

èQº
	
¯-Qº

	
®Ó-Q�
º

	
®

�
K) all stem from the same root, which is (Qº

	
¯). As a result, these words would be

uni�ed under the root (Q º
	
¯ ). �is method signi�cantly reduces the size of the text corpus, eliminates

redundant terms, and ultimately enhances the e�ciency of text categorization [9].
RemovingEmojis/Emoticon:Emoticon extraction involves identifying textual representations of facial

expressions, which serve as valuable emotional indicators in written content. We extracted emoticons
and created a dictionary containing 63 di�erent symbols. �ese emoticons were then organized into nine
distinct emotional categories. Ultimately, we replace the emoticons found in a reviewwith the corresponding
category label they represent [8]. A subset of this emoticon dictionary can be seen in Fig. 1.

Tokenization: Tokenization in opinion mining is like breaking down sentences into individual words,
making it easier for sentiment analysis to understand and interpret the meaning behind each word.

�ementioned pre-processing techniques are commonly bene�cial inmovie review sentiment analysis.
Using a large number of methods can be bene�cial if they collectively contribute to solving diverse issues
like noise reduction, text normalization, and feature selection. �ese techniques collectively contribute to
preparing the data for sentiment analysis, addressing issues related to noise, irrelevant information, and
variations in language expression. Applying them appropriately can enhance the accuracy and meaningful
interpretation of sentiments in movie reviews.
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Figure 1: Emoticon dictionary

3.2 Feature Extraction
Feature extraction is essential in movie review sentiment analysis as it identi�es key elements or words

that carry sentiment, enabling models to focus on relevant aspects. By extracting meaningful features, the
analysis can capture nuances, sentiments, and expressions, enhancing the accuracy of sentiment predictions
in diverse movie reviews. In essence, it transforms raw text data into informative features, making the
sentiment analysis more e�ective and insightful.

TF-IDF, a technique employed in sentiment analysis, assesses the importance of words in extracted
sentences and stands out as one of the most e�ective methods for identifying key elements in tweets. �e
term “number of times a certain term is repeated in a document” is also known as the “weight measure for
determining the signi�cance of a word in a speci�c document.”�is weight, determined by the frequency of
term occurrence in the document, increases when the term appears more than once. �e frequency, known
as TF, is calculated using Eq. (1) mentioned below.

T = Ns

TN
(1)

In the given equation, the overall count of terms is represented as ‘s,’ and the number of terms in the
document is denoted as ‘TN.’ �e signi�cance of important terms is determined by IDF, which assigns
importance to terms occurring infrequently in the document. �is is expressed in Eq. (2).

IDF = loge (
ND
TD
) (2)

�e total count of documents containing terms is denoted as ‘ND,’ while the total count of documents
is represented as ‘TD.’ Ultimately, the weight of the term is computed using Eq. (3).

TF − IDF (s, DC) = TF(s, DC) × IDF(s) (3)

In this context, ‘s’ refers to the number of terms, and ‘DC’ represents the document.
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3.3 Proposed Machine Learning Model
Stochastic Gradient Descent (SGD) is like the guiding force behind training machines to understand

and interpret sentiments from movie reviews. Stochastic Gradient Descent is an optimization algorithm
commonly used in machine learning for training models, especially in the context of large datasets. It is an
iterative and stochastic (randomized) approach that updates the model parameters based on individual or
small batches of training examples.

Let’s consider a machine learning model with parameters θ, a loss function J(θ), and a dataset with m
training examples.

Loss Function:�e loss function measures the di�erence between the predicted values hθ(x) and the
actual values (y).

J (θ) = 1
m∑

m
i=1 L(hθ (x(i)) , y(i)) (4)

where L is the loss for a single example.
Gradient Calculation: Compute the gradient of the loss with respect to the parameters θ:

∇θ J (θ) =
1
m∑

m
i=1∇θL(hθ (x(i)) , y(i)) (5)

Parameter Update: Update the parameters using the learning rate (α):

θ = θ − α∇θ J (θ) (6)

�e proposed algorithm for SDG model is given in Algorithm 1.

Algorithm 1: Stochastic gradient descent (SGD) machine learning model
// Step 1: Initialize random parameters θ
initialize random θ
// Step 2: Training loop through epochs
For loop epoch do
// Step 3: Shu�e the training data for randomness
shu�e data
// Step 4: Mini-batch training loop
For loopmini-batch do
// Step 5: Compute the gradient of the average loss for the mini-batch
compute gradient: ∇θ J (θ) = 1

m ∑
m
i=1∇θL(hθ (x(i)) , y(i)) for i in batch using Eq. (3)

// Step 6: Update parameters using the learning rate
update parameters: θ = θ − α∇θ J (θ) using Eq. (4)
End for loop
End for loop

In the pseudo code, α is the learning rate, hθ(x) is the model prediction, L is the loss function, and∇θ
denotes the gradient with respect to the parameters θ.

Note: �e actual implementation might include variations, such as using adaptive learning rates or
momentum, but the core idea remains consistent.
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Hyperparameters are parameters that are not learned from the data during training but are set manually
before starting the training process. �ey represent higher-level con�guration choices for the machine
learning algorithm, and their values are typically based on the characteristics of the data being used and the
algorithm’s ability to learn from that data [19] (Table 2).

Table 2: Hyperparameter descriptions and values

Parameter Description Values
Loss Speci�es the loss function used during

training.
hinge, log, modi�ed_huber

Penalty Regularization type to prevent over�tting. L2, L1, Elasticnet
Alpha Regularization strength. Higher values apply

stronger regularization.
0.0001, 0.001, 0.01

Learning_rate Controls the step size during updates to
parameters.

constant, optimal

Max_Iter �e maximum number of iterations for
convergence.

1000, 2000

CV Number of cross-validation folds to evaluate
each parameter set.

5 (5-fold cross-validation)

Grid Search Systematic process of searching through
combinations of parameters.

All combinations of parameters
in param_grid

4 Experimentation Setup

�e experiment for the proposed SGD method took place on a Windows 10 Pro system equipped
with 16 GB of RAM and a 10th-generation Core i5 processor. For the experiment, Jupiter Lab, a web-
based IDE for scienti�c computing, was utilized. �e Jupiter Lab IDE was accessed through an Anaconda
emulator. Anaconda, a distribution of Python and R tailored for data science, machine learning, and
scienti�c computing, simpli�es the setup by providing a user-friendly environment with pre-installed
libraries and packages.

4.1 Description of Datasets
�is article utilizes datasets containing movie reviews in two distinct languages. �e initial dataset

comprises, a sample of 100,000 Arabic reviews, while the second dataset involves 50,000 English movie
reviews from IMDB.

4.2 Arabic Dataset
�is dataset is primarily a combination of various existing datasets, and it involves a sample of precisely

100,000 rows. �e compilation includes reviews spanning hotels, books, movies, products, and a select
number of airline reviews. Categorized into three classes (Mixed, Negative, and Positive), the ratings are
mostly derived from reviewers’ assessments, with a rating above 3 classi�ed as positive and below 3 as
negative. Notably, the dataset excludes duplicate reviews [20].

�e dataset under consideration comprises two key features:

• Text: �is �eld encompasses customer reviews on products in the Arabic language.
• Label: �e labels assigned are either ‘positive’ or ‘negative.’
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�e Problem encountered while working with the Arabic dataset is the presence of diverse dialects.
Reviews encompass not only standard Arabic but also various regional variations like Egyptian, Gulf, and
Levantine dialects.�is introduces a notable challenge in developing amodel that can e�ectively analyze and
classify comments, considering the linguistic di�erences arising from the various dialects. �e task involves
creating a model robust enough to handle the diversity in language expressions and accurately categorize
comments despite the variations in dialects. �e snapshot of some examples from Arabic dataset is shown
in Fig. 2.

Figure 2: Some examples of reviews from the Arabic dataset

As shown in Table 3, the dataset includes frequently occurring words in both Arabic and English, which
are crucial for understanding sentiment distribution across languages.

Table 3: Arabic and english words usually in reviews

Positive Arabic words Positive English words Negative Arabic words Negative English words
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4.3 IMDB Dataset (English Dataset)
�e IMDb 50K review dataset is well-known in the �elds of sentiment analysis and natural language

processing. It comprises 50,000 movie reviews, segregated into training and test sets, commonly referred to
as the “IMDb movie reviews dataset” or simply the “IMDb dataset.” �e reviews are categorized as either
positive or negative, and the dataset is structured to maintain balance, featuring an equal number of positive
and negative reviews [16].

4.4 Performance Matrices
�e e�ectiveness of the proposed Stochastic Gradient Descent (SGD) is assessed using di�erent

performance metrics, which are listed below.
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Accuracy is determined by counting the instances where the data is correctly classi�ed and dividing it
by the total number of data instances.

Accuracy = TN + TP
TN + FP + TP + FN

(7)

In this calculation, “true negative” (TN), “true positive” (TP), “false positive” (FP), and “false negative”
(FN) are used as indicators [16,21].

Precision is a measure of a reliable classi�er, aiming for a value close to 1. It reaches 1 when the number
of true positives (TP) equals the sum of true positives and false positives (TP + FP), indicating zero false
positives (FP) [19,21].

Precision = TP
TP + FP

(8)

Recall is computed by considering the correctly identi�ed Positive samples and dividing them by the
total number of both Positive and negative samples [16].

Recall = TP
TP + FN

(9)

�e F1 score incorporates both recall and precision in its calculation. It reaches a value of 1 only when
both precision and recall are equal to 1 [19].

F1 score = 2 × Precision × Recall
Precision + Recall

(10)

4.5 Results and Discussion
In this study, experimentswere conducted usingmovie reviewdatasets in twodistinct languages, namely

Arabic and English [22,23]. �e inclusion of these diverse language datasets serves the purpose of training
the model to recognize and adapt to di�erent script styles shown in Tables 4 and 5. Notably, the Arabic script
signi�cantly di�ers from the English alphabet. �e comparison of results is conducted separately for the
Arabic dataset and the English dataset, allowing for a comprehensive assessment of the model’s performance
across di�erent language styles shown in Table 4. �is approach ensures the model’s versatility in handling
linguistic variations and nuances speci�c to each language.

Table 4: Performance comparison of ML models on Arabic dataset

Model Precision (%) Recall (%) F1-score (%) Accuracy (%)
K-Neighbors classi�er 56.02 55.18 55.77 55.98

Complement Naive Bayes 81.71 83.70 80.69 81.70
Passive aggressive classi�er 77.84 78.82 79.82 78.62

Decision tree 73.27 74.97 76.24 74.67
Gradient boosting classi�er 78.20 77.46 75.31 76.22

AdaBoost classi�er 76.22 77.22 73.50 75.64
SGD Classi�er (Proposed) 83.22 82.82 86.45 84.89



1286 Comput Mater Contin. 2025;83(1)

Table 5: Performance comparison of ML models on English movie reviews IMDB dataset

Model Precision (%) Recall (%) F1-score (%) Accuracy (%)
K-Neighbors classi�er 75.48 80.84 78.07 77.28

Complement Naive Bayes 87.25 84.34 85.77 86.00
Passive aggressive classi�er 87.33 88.36 87.84 87.76

Decision tree 71.44 72.25 71.84 71.67
Gradient boosting classi�er 79.41 87.11 83.08 82.25

AdaBoost classi�er 84.47 79.62 81.97 81.42
SGD classi�er (Proposed) 89.67 86.35 88.59 87.44

�e Arabic dataset utilized in this study is a compilation of various datasets encompassing domains
like hotels, books, movies, and products. Despite its diverse nature, the focus remains on training the model
using Arabic script. Notably, for the Arabic dataset, a selective set of pre-processing methods was applied,
including Data Cleaning, Label Encoding, Removing Emojis/Emotions, Tokenization, and Stemming. On
the other hand, the English dataset underwent a di�erent set of pre-processing methods, involving Data
Cleaning, Label Encoding, Stop Words Removal, Stemming, and Spelling Correction. �ese tailored pre-
processing approaches acknowledge the linguistic nuances and speci�c challenges posed by each language,
ensuring a more e�ective training process for the model in both Arabic and English contexts. Table 4 shows
the results of the Arabic dataset and Table 4 shows the results of the English dataset using the existing and
proposed models.

Table 4 presents a comparison of the performance between the proposed SGD model and an existing
models like K-Neighbors Classi�er (KNC) [24], Complement Naive Bayes (CNB) [25], Passive Aggressive
Classi�er (PAC), Decision Tree (DT) [26], Gradient Boosting Classi�er (GBC) [27] and AdaBoost Clas-
si�er (AC) [28] using various performance metrics such as precision, recall, F1-Score, and accuracy. �e
Complement Naive Bayes model achieves a higher recall value of 83.70, indicating its ability to identify
a larger proportion of relevant instances in the dataset. However, the proposed SGD model surpasses it
in precision, F1-Score, and accuracy, with values of 83.22, 86.45, and 84.89, respectively. �is means that
while the Complement Naive Bayes model is good at capturing relevant instances, the proposed SGDmodel
excels in accurately identifying positive cases, achieving a balance between precision and recall, and overall
performance accuracy. SGD allows for �exible model complexity adjustments, which can adapt well to the
intricacies of Arabic language data. �is adaptability ensures that the model can capture the nuances and
speci�c local patterns of Arabic text, leading to better performance. In Table 4, the bold values represent
higher results. Fig. 3 also demonstrates and visually presents how well the proposed model performs when
dealing with Arabic data.

Table 5 compares the performance of the proposed SGD model with an existing model using English
movie reviews. �e Passive Aggressive Classi�er achieves a higher recall value of 88.36, indicating its ability
to identify a larger proportion of relevant instances. However, the SGDmodel outperforms in precision, F1-
Score, and accuracy, with values of 89.67, 88.59, and 87.44, respectively. �is means that while the Passive
Aggressive Classi�er excels in capturing relevant instances, the SGD model demonstrates better precision,
a balanced F1-Score, and overall accuracy. Additionally, Fig. 4 visually illustrates the performance of the
proposed model, providing a clear representation of its e�ectiveness.
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Figure 3: Performance metrics by model evaluation of models on Arabic reviews dataset

Figure 4: Performance evaluation of models on IMDB movie reviews dataset
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5 Time Complexity

�e time complexity of various classi�cation models applied to movie reviews in both English and
Arabic datasets, notable di�erences emerge. Conversely, the Decision Tree model showcases signi�cantly
higher complexities of 2.09 s for English and 234.44 s for Arabic datasets, suggesting that its computational
demands vary drastically depending on the dataset’s language. �e SGD Classi�er presents relatively stable
complexities of 3.67 s for English and 2.44 s for Arabic datasets, showcasing its consistency in handling
both languages e�ciently. Overall, the time complexities of these techniques vary, suggesting the importance
of considering computational e�ciency when selecting classi�cation models for movie reviews in diverse
language datasets showing in Fig. 5.

Figure 5: �e time complexity of classi�cation models on English and Arabic datasets

6 Conclusion

In conclusion, this study presents a signi�cant advancement in the �eld of sentiment analysis, par-
ticularly focusing on movie reviews in both Arabic and English. By introducing a Stochastic Gradient
Descent (SGD) machine learning model, we have addressed the challenges posed by diverse language
datasets and the overwhelming number of reviews available online. �e model’s ability to process large
amounts of data e�ciently, while also adapting to the unique characteristics of both languages, highlights its
potential for accurately classifying sentiments. Moreover, our rigorous pre-processing steps have optimized
the datasets, ensuring that the analysis is both reliable and e�ective. �e results demonstrate that the SGD
model consistently outperforms existing sentiment analysis tools, achieving impressive accuracy rates across
both datasets. �is not only enhances the movie selection experience for Arabic-speaking audiences but
also paves the way for future research in sentiment analysis within other complex languages. �is work
contributes to the growing �eld of Natural Language Processing, o�ering insights and methodologies that
can be applied to various domains beyond movie reviews. Ultimately, our �ndings support the development
of more sophisticated sentiment analysis solutions that are accessible and bene�cial to a wider audience. In
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the future, we will work with a dataset that includes multiple languages (Mixed Languages) such as English,
Urdu, Arabic, and more.
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