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ABSTRACT: Innovation in learning algorithms has made retinal vessel segmentation and automatic grading tech-
niques crucial for clinical diagnosis and prevention of diabetic retinopathy. The traditional methods struggle with
accuracy and reliability due to multi-scale variations in retinal blood vessels and the complex pathological relationship
in fundus images associated with diabetic retinopathy. While the single-modal diabetic retinopathy grading network
addresses class imbalance challenges and lesion representation in fundus image data, dual-modal diabetic retinopathy
grading methods offer superior performance. However, the scarcity of dual-modal data and the lack of effective feature
fusion methods limit their potential due to multi-scale variations. This paper addresses these issues by focusing on
multi-scale retinal vessel segmentation, dual feature fusion, data augmentation, and attention-based grading. The
proposed model aims to improve comprehensive segmentation for retinal images with varying vessel thicknesses.
It employs a dual-branch parallel architecture that integrates a transformer encoder with a convolutional neural
network encoder to extract local and global information for synergistic saliency learning. Besides that, the model
uses residual structures and attention modules to extract critical lesions, enhancing the accuracy and reliability of
diabetic retinopathy grading. To evaluate the efficacy of the proposed approach, this study compared it with other
pre-trained publicly open models, ResNet152V2, ConvNext, Efficient Net, DenseNet, and Swin Transform, with the
same developmental parameters. All models achieved approximately 85% accuracy with the same image preparation
method. However, the proposed approach outperforms and optimizes existing models by achieving an accuracy of
99.17%, 99.04%, and 99.24%, on Kaggle APTOS19, IDRiD, and EyePACS datasets, respectively. These results support
the model’s utility in helping ophthalmologists diagnose diabetic retinopathy more rapidly and accurately.

KEYWORDS: Diabetic retinopathy grading; retinal vessel segmentation; dual-modal; deep learning; attention mecha-
nism; health risks

1 Introduction
The demand for eye health is increasing due to economic and social development and an aging

population. However, high-quality ophthalmic resources are limited and unevenly distributed. Diagnosing
diabetic retinopathy (DR) requires manual observation, which is time-consuming and heavily dependent
on specialist expertise [1]. Integrating technologies like big data, artificial intelligence, and 5G can enhance
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early screening capabilities for eye diseases [2]. Research into efficient automatic diagnosis algorithms for
DR provides the theoretical foundation for integrating AI with clinical applications, improving diagnostic
accuracy and efficiency, promoting large-scale screening, and facilitating early DR prevention and treatment.
Continuous improvement of segmentation and grading algorithms is necessary due to the complex patho-
logical changes and similarities across severity levels of DR. Clinically, DR detection and severity grading are
mainly performed by visual inspection using color fundus imaging. DR is classified internationally into five
levels, ranging from no DR to the most severe proliferative DR [3,4]. Accurate diagnosis is challenging due
to similar symptoms across DR stages.

In recent years, AI-driven methods have gained significant attention for medical image analysis and
disease diagnosis, particularly in the segmentation of retinal pathological changes and automatic disease
classification algorithms [5]. Accurate vessel segmentation is crucial for individualized DR treatment
planning, providing clinicians with deeper insights and more precise diagnostic opportunities [6,7]. Vessel
segmentation has the potential to broaden and improve DR research, providing scientific and effective
treatment methods with significant implications for ophthalmology. However, balancing global and local
information remains a challenge. This study designs a multi-scale retinal vessel segmentation method
that fuses global and local information to effectively model complex vascular structures and improve
segmentation accuracy for vessels of varying sizes [8].

Smart healthcare uses automatic classification algorithms to rapidly and accurately classify retinal
diseases. The automatic approach extends medical resources and promotes effective vision screening, fundus
screening technology, and early detection, diagnosis, and treatment at the grassroots level. It reduces disease
burden and blindness rates, enhances prevention, diagnosis, and follow-up services, and supports large-scale
eye disease screening. Automated grading aids doctors with diagnostic insights and treatment suggestions,
improving diagnostic speed and accuracy [9]. However, the imbalance in fundus dataset distribution and
the complexity of lesions in images limit the accuracy of automated DR grading. Multi-scale, attention-
based, and multi-stage training strategies have been widely adopted to address these challenges. Vision
Transformer-based models capture long-range dependencies between lesions, helping the encoder better
understand medical image information [10,11].

Despite advances in automated DR classification algorithms, these methods often do not account for
the relative importance of different lesions in the grading process and rely solely on a single imaging mode.
Fluorescein angiography, another retinal imaging technique, provides additional information about retinal
vessels and related lesions with different diagnostic sensitivities in certain regions compared to color fundus
images [12]. Combining data from both imaging modalities enhances diagnostic accuracy and efficiency.
Due to its invasive nature, fluorescein angiography is unsuitable for routine preventive screening, leading
to limited publicly available dual-modal fundus image data. Recent studies have used deep learning-based
algorithms to expand this data, improving the performance and robustness of medical image processing
algorithms [13]. Synthetic retinal images based on deep learning methods can mitigate imbalances in retinal
image samples, providing a data foundation for accurate DR grading using combined color fundus and
fluorescein angiography images. However, dual-modal DR grading methods based on color fundus and
fluorescein angiography images lack effective feature fusion methods [14,15].

This study aims to design an MVLA-Net multimodal grading model that leverages disease informa-
tion from different modalities and optimizes the dual-modal feature fusion process. Integrating a CNN
encoder with a transformer encoder in MVLA-Net leverages the strengths of both architectures, enabling
effective multi-scale feature extraction critical for accurate diabetic retinopathy grading. The dual-branch
architecture combines the localized feature extraction capabilities of CNNs with the global context modeling
of transformer encoders. This synergy addresses the limitations of single-modal methods, particularly in
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handling the multi-scale variability of retinal lesions and long-range feature dependencies in fundus images.
By integrating these architectures, the proposed model ensures a more robust representation of critical lesion
features, resulting in improved accuracy and reliability in diabetic retinopathy grading compared to existing
methods. This study has significant scientific implications in theoretical and clinical practice. The proposed
vessel segmentation and grading methods quickly and accurately capture retinal vessel information, making
them effective tools for assisting clinical DR examinations.

1.1 Deficiencies in Existing Approaches
Diabetic Retinopathy is a prevalent eye condition among diabetic patients and a leading cause of

blindness globally. Early diagnosis is crucial for timely treatment and preventing further vision loss. The most
common diagnostic method is examining color fundus images, which requires meticulous visual observation
by a professional ophthalmologist. Several challenges exist in DR grading diagnosis, including small, easily
overlooked lesions, visual similarities in different DR grades, an imbalance in sample sizes across various
categories, and complex grading criteria. These factors can lead to misjudgments and classification confusion.
However, the scarcity of expert ophthalmologists makes it challenging to meet the needs of many patients
with DR. Manual diagnosis is time-consuming and labor-intensive, which can undermine the accuracy
of doctors’ diagnoses. Therefore, the development of computer-aided diagnostic modeling systems for DR
grading has become increasingly important. Currently, mainstream deep learning models are widely used
for DR grading diagnosis, but their accuracy is not high due to the complexity of associated lesions in fundus
images. This study designs an assisted grading diagnosis model for DR on color fundus images and conducts
extensive experiments on relevant public datasets. The results show this model has better diagnostic accuracy
and generalization ability than mainstream deep learning models.

1.2 Motivation and Novel Contribution
This study develops retinal vessel segmentation and automated DR grading architecture to enhance

the accuracy and reliability of DR diagnostics, thereby forming the basis for a comprehensive system. The
proposed model extracts important vascular features for clinical diagnostic assistance. The proposed grading
model initially grades color fundus images for DR screening and preliminary diagnosis.

• The study aims to improve DR grading accuracy using the residual structure and upsampling attention
from color fundus images without expert intervention.

• The proposed model fuses multi-scale consensus information by coupling local features extracted by a
CNN-based encoder with global contextual representations from a Transformer encoder.

• The preprocessing methods were inadequate, leading to the introduction of an interpretable approach
using Class Activation Mapping (CAM) to visualize feature extraction areas, localize them using feature
maps, and crop abnormal regions of the ophthalmic disease dataset for improved classification accuracy.

The paper’s outline follows: Section 2 presents the related studies. Section 3 depicts the data enhance-
ment, feature learning, and proposed framework. Section 4 highlights the study’s findings and interprets
and evaluates the outcomes. Finally, Section 5 summarizes the study’s key findings, novel contributions, and
future work direction.

2 Related Work
Accurate diagnosis and treatment of DR depend on precise segmentation and visualization of complex

vascular structures. The morphological information from retinal vessels is helpful for early DR diagnosis
and assists ophthalmologists with surgical planning and navigation. Over the past decade, DL-based
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approaches have become prevalent for analyzing fundus images. Accurate DR diagnosis and treatment rely
on the segmentation and visualization of complex retinal vascular structures. Neural network decoding
layers allow for feature visualization, although they are limited to practical diagnostic use in DR image
analysis [16,17]. Thus, precise retinal vessel segmentation remains essential for providing pixel-level visual
data for ophthalmologists and clinical research. In fundus image-based segmentation, extracting contextual
information and recognizing multi-scale retinal vessels are critical areas of focus [18]. Current research
employs global and local relationships within retinal image features to improve the localization of vessels
within complex fundus structures and leverage multi-scale features or attention mechanisms to enhance the
recognition of various vascular morphologies. CNN-based methods have improved segmentation accuracy
by enhancing multi-scale context extraction, whereas boundary information, using edge detectors to capture
capillary boundaries, has also proven valuable [19]. Vision Transformer-based methods, which capture global
features in fundus images without iterative receptive field expansion, have shown advantages over traditional
CNNs. However, their lack of local-global context modeling for multi-scale features limits their application
in retinal vessel segmentation. Thus, this study proposes a multi-scale retinal vessel segmentation method
combining CNN and Transformer consensus information for feature extraction across scales, allowing
adaptive processing of retinal vessels with substantial scale variation.

2.1 Single-Modal DR Grading
Retinal disease diagnosis algorithms focus on rapid and accurate disease classification. While single-

modal methods for color fundus or fluorescein angiography images have advanced automatic grading
systems, they are limited by incomplete lesion feature information, requiring improved grading accuracy. Hai
et al. [20] developed a DRGCNN model to address imbalanced data distribution in DR. The model allocates
equal channels to feature maps and introduces a CAM-EfficientNetV2-M encoder for input retinal fundus
images. The model incorporates fundus retinal images from both eyes for feature fusion during training.
Experimental results show exceptional performance, making it a highly competitive intelligent classification
model in DR. Cao et al. [21] proposed WAD-Net methods, which use image block-level annotations and
image level to capture fine-grained tumor characteristics for grading, achieving more effective learning
through collaborative frameworks. Rodríguez et al. [22] employ transformer models to understand lesion
information and color fundus image-based DR grading methods to improve loss constraints and decision
interpretability. Due to image scarcity, they rely on private datasets for fluorescein angiography-based
grading. Silva et al. [23] developed automated ML-based models to predict DR progression from ultra-
widefield retinal images. The proposed approaches were created from baseline on-axis 200○ UWF images
labeled for progression based on a clinical severity scale. The model was evaluated using a 328-image dataset
from the same patient population.

2.2 Multi-Modal DR Grading
Ophthalmologists often employ different imaging techniques for complex cases, as relying on a single

examination method is insufficient for identifying all pathological changes. Color fundus images are
widely used, capturing intuitive in vivo information and features. In contrast, fluorescein angiography is
sensitive and accurate in early DR diagnosis, identifying microaneurysms not easily seen in color fundus
images. Combining these two modalities offers a broader diagnostic scope, benefiting clinical diagnosis
and supporting automated DR detection and severity grading. Current dual-modal DR grading methods
combining color fundus and fluorescein angiography images focus on dataset expansion, feature extraction,
and fusion strategy selection. Dual-modal methods require effective feature extraction from imaging types
and unifying feature representation within a shared space. Given the significant differences in lesion
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characteristics, specific lesions may be better extracted from one modality. Wavelet transforms can extract
the optic disc, vessels, and microaneurysms in fluorescein images, while exudates are detected in color fundus
images, and the information is then fused for accurate grading. Bodapati et al. [24] employ pre-trained
deep convolutional neural networks to develop an Adaptive Ensemble Classifier for diagnosing diabetic
retinopathy. The method achieved 81.86% accuracy on the Kaggle APTOS-2019 benchmark dataset, promis-
ing for improving diagnosis in advanced severity grades. Bondala et al. [25] propose Drop Block-based
Spatial-Channel Attention U-Net (DB-SCA-UNet), an adaptive system that enhances local features while
suppressing irrelevant ones. The method replaces original U-Net convolutional blocks with channel dropout
convolutional blocks to mitigate overfitting. Experimental results show that DB-SCA-UNet can accurately
and efficiently segment retinal vessels. Bilal et al. [26] have developed an AI-driven VTDR prediction system
that integrates multiple models through majority voting. The projected method obtained an accuracy of
99.89%, a sensitivity of 84.40%, and a specificity of 100% on the IDRiD dataset, marking a transformative
era in healthcare. This technology ensures prompt and precise VTDR diagnoses, particularly in underserved
regions. Due to the scarcity of dual-modal retinal datasets, various image reconstruction methods are used to
generate corresponding fluorescein angiography images from color fundus images. The encoder learns lesion
representations across modalities during generation, improving downstream lesion segmentation and DR
grading tasks. Dual-modal grading in medical images from different modalities faces challenges due to lack
of coherence, unrealistic texture, and insufficient high-frequency details. Current methods mainly use pre-
trained data but lack comprehensive lesion information during real-time inference, diminishing sensitivity
to critical grading information. Morphological changes in retinal vessels are essential for diagnosing DR
and indicating early disease symptoms. CNNs have progressed in automated segmentation of retinal vessels,
but they have limitations in modeling long-range feature dependencies. Visual Transformers can capture
global dependencies but disrupt local spatial details [27]. This study proposes a robust model by integrating
transformers and CNNs to address these issues. This model effectively extracts local information and
global representations to enable collaborative learning of consensus features. This study leverages lesion
information across modalities to address the limitations of single-modality data, optimize feature fusion,
and improve the accuracy and reliability of automated DR grading. This method will offer valuable scientific
insights for theoretical and clinical applications.

3 Methodology
Research on retinal disease diagnosis algorithms aids in identifying and localizing retinal pathological

changes, providing diagnostic tools for ophthalmologists, collecting ophthalmic data, and supporting clinical
research through statistical analysis. Rapid and accurate classification of retinal diseases, assisting doctors
with potential diagnostic inferences and treatment suggestions, enhancing prevention, diagnosis, and follow-
up services, and promoting large-scale eye disease screening. Also, advanced augmentation techniques,
such as vessel-focused transformations and intensity scaling, were applied to enhance dataset diversity and
robustness. To assess the efficacy of the hierarchical fusion network model, both quantitative and qualitative
experiments were conducted on the color fundus images. The model’s performance was evaluated using
various metrics to assess image quality. A qualitative analysis compared natural and synthetic DR images,
focusing on crucial structures like blood vessels and microaneurysms to assess its performance in generating
critical features.

3.1 Experimental Dataset
The success of deep learning in DR grading is closely tied to the datasets used. Unlike other discrete

classification tasks with no apparent progression, typical DR grading settings often disregard the continuity
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between different DR severity levels, treating the grades as distinct and separable categories. The proposed
models are accessed using fundus images taken from public datasets such as EyePACS, IDRID, and multi-
APTOS 2019 datasets, and the quality of the datasets and the accuracy of the annotation directly affect the
DR classification.

EyePACS dataset is a large-scale and high-quality dataset widely used to evaluate the performance of
DR classification tasks [28]. Many images have issues with resolution, such as blurriness, defocusing, and
exposure problems, due to differences in equipment and environmental conditions across collection sites.
The EyePACS dataset labels DR into five levels, from DR0 to DR4, representing a range from no lesion to
severe lesion, containing 970 training and 243 test samples, totaling 1213 images with varying resolutions
ranging from 433 × 289 to 5184 × 3456 pixels.

The IDRID dataset [29] is a public dataset that includes 516 fundus images of 4288 × 2848 pixels
resolution and in JPG format. In the IDRID dataset, 80% of the images (413) form the training set, while the
remaining 20% (103) constitute the test set. Medical experts graded all images for both DR and DME severity.

The Multi-APTOS 2019 public dataset [30] consists of 3662 color fundus instances, with the majority
being 3216 × 2136 pixels. The training set consists of 80% of the images from each class, while the testing set
includes the remaining 20%. The image distribution of three datasets into training (80%) and test (20%) sets,
is illustrated in Table 1.

Table 1: Data split settings for EyePACS, IDRID, and multi-APTOS 2019 datasets

Dataset Total images Training set (80%) Test set (20%)
EyePACS 1213 970 243

IDRID 516 413 103
Multi-APTOS 2019 3662 2929 733

Total 5391 4312 1079

3.2 Image Enhancement
In image processing, selecting and adjusting color channels is a common approach. For fundus images,

the green light wavelength penetrates the retina more effectively, making vascular and structural details more
pronounced. Extracting the grayscale image of the green channel from the RGB image enhances contrast
by reducing redundant features. This study proposes combining the green channel grayscale image with
Ben’s enhancement to improve classification performance. Cropping these areas in preprocessing can reduce
redundant information and lighten the model’s computational load. Standardizing all images to a fixed
resolution prepares them for feature extraction. This study used Ben Graham, a novel image enhancement
technique for a diabetic retinopathy competition. This technique involves Gaussian blur to reduce noise and
smooth details, yielding significantly improved classification results.

3.3 Multi-Modal Data Augmentation
Traditional data augmentation techniques in DR image classification networks include removing

black borders, adjusting resolution, normalization, and geometric transformations. This study employed
advanced augmentation strategies, including geometric transformations, noise injection, domain-specific
enhancements, and intensity standardization, to simulate diverse imaging conditions, enhancing model
robustness and performance. Geometric transformations increase model robustness by diversifying data,
while traditional methods fail to introduce essential information in multimodal retinal disease classification
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tasks. Due to the scarcity of multimodal retinal datasets, GANs have been widely applied in multimodal
retinal data analysis models. This study employed GAN-based image generation techniques due to their
ability to address imbalances in retinal image distribution and patient privacy concerns.

3.4 Dual-Modal Fundus Image Registration and ROI Extraction
The fundus images use a pixel-level correspondence with a specific domain approach that aligns features

across modalities, relying on retinal vessels in proposed imaging modalities [14,31]. The registration process
involves a weakly supervised deformable registration method implemented on the dataset. Initially, color
fundus images are input to two unsupervised segmentation networks, obtaining vascular segmentation
results for each. Intermediate features are extracted from these networks and fed sinto a registration
estimation network, predicting the registration field based on vascular features. However, regions of interest
(ROIs) in each image do not entirely overlap, and each image’s ROI is extracted separately. Following dual-
modal retinal image registration and overlapping ROI extraction, each dual-modal image achieves complete
feature alignment within the defined area, providing a robust foundation for modality transformation
between paired images. To evaluate the effectiveness of MVLA-Net in handling multi-scale variations, vessel
thicknesses were categorized as thin (≤2 pixels), medium (3–7 pixels), and thick (>7 pixels). Metrics such
as DSC and QWK were calculated for each category, demonstrating robust performance across all scales,
particularly for thin vessels, due to the inclusion of a SAM.

3.5 Proposed Models for Ophthalmic Diseases
Attention-based approaches are commonly used in diabetic retinopathy grading to extract valuable

lesion feature information. Typical attention mechanisms, including channel and spatial attention, are
integrated with CNN architecture. However, these methods often pose class imbalance challenges and
difficulty classifying small sample categories. CNN-based methods are limited in capturing long-distance
relationships due to their limited receptive field. This study uses fundus images to introduce a multi-view
lesion attention network (MVLA-Net) for DR grading. MVLA-Net integrates pathological information
from images and presents a dual-modal lesion feature interaction module, modeling lesion relationships
using semantic information from both modalities. This allows more accurate and comprehensive capture
of lesion features in fundus images, resulting in superior DR grading performance compared to traditional
methods. To evaluate the effectiveness, this study compares the ophthalmic diseases grading model with
cutting-edge transfer learning-based CNN architectures, including mVGGNet19, InceptionV3, ResNet120V2,
DenseNet121, EfficientNetB7, and ConvNext. Fine-tuning was performed by adjusting classifier parameters
and modifying the number of categories in the final layer to meet the classification needs of the smart
diagnostic model for ophthalmic diseases.

3.5.1 Proposed Multi-View Lesion Attention Network (MVLA-Net) Architecture
This study proposes the MVLA-Net architecture to optimize the DR prognostics by employing a multi-

view attention block (MAB) and a dual-modal feature interaction module (DFIM), guided by the Spatial
Attention Module (SAM) for precise dual-model integration, as shown in Fig. 1. MVLA-Net enables to learn
robust feature representations, focusing on decision-making based on valuable grading information. The
dual-encoder design in MVLA-Net combines the CNN’s ability to extract fine-grained spatial features with
the transformer’s capacity to model global contextual information. This integration addresses the limitations
of single-modality encoders, enabling the network to process complex retinal vessel morphologies and
lesion structures effectively. The model processes fundus images as inputs, fusing extracted features through
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channel concatenation to optimize representation. However, the class imbalance remains challenging, par-
ticularly affecting recognition accuracy for underrepresented classes. To address this, MVLA-Net integrates
a multi-view attention module post-feature extraction to process fused dual-modal features, enhancing
intra-class information capture, enhancing differentiation, and optimizing category semantics within the
dual-modal grading framework. The DFIM focuses on lesion features integration, emphasizing shared lesion
characteristics while compensating for missing details. This integration generates lesion heatmaps that guide
the SAM for accurate lesion localization. The SAM output is passed through a classifier with global average
pooling and a fully connected layer for severity grading. MVLA-Net offers enhanced clinical relevance by
providing grading decisions and improved feature extraction by combining MAB and SAM guided by DFIM.

Figure 1: Overview of the MVLA-Net architecture, showing the integration of CNN and transformer encoders,
attention modules, and classification pipeline for diabetic retinopathy grading

3.5.2 Multi-View Attention Block (MAB)
Because of the specific nature of the medical analysis, most diabetic retinopathy datasets face significant

challenges with class imbalance. Certain classes contain only a few samples, limiting the model’s ability to
learn effectively from these small datasets and significantly impacting recognition accuracy for these under-
represented classes. This imbalance reduces DR algorithms’ classification performance and generalization
capability, making it an urgent issue. Additionally, the symptom similarity across adjacent DR severity levels
complicates accurate model predictions. This study designs a multi-view attention module to address class
imbalance and high symptom similarity. The module uses a 1 × 1 conv layer to create a feature fusion. Y ∈
RH×W×k where L is category measures, and k is a preset number of channels allocated to extract features for
each category. A channel split operation divides Y into L groups, enabling parallel processing of intra-class
features for each category. Dilated convolution is applied to each y

′

i to increase each class’s receptive field
and reduce inter-class information interference. Global average pooling and channel-wise average pooling
along the category dimension are applied to obtain the attention weight for each category. This boosts the
algorithm’s ability to distinguish between distinct severity levels.

3.5.3 Spatial Attention Module (SAM)
MVLA-Net is an innovative imaging system employing color fundus images to accurately model key

pathological regions for early-stage DR grading. The farmwork leverages spatial attention guided by modality
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interaction information to capture critical lesions. The system’s primary architecture consists of DFIM
and SAM structures, with a routing algorithm in capsule attention to estimate internal components and
transformer-guided spatial attention to capture long-distance dependencies for precise localization.

The DFIM module establishes dependencies between modalities, focusing on shared critical lesions
and extracting contextual correlations. This module employs an attention-weighted fusion process based on
critical lesion locations captured by DFIM, achieving accurate lesion localization. The primary feature, FCF ,
is extracted from color fundus images, while complementary features, FFFA generate an interaction (ICT)
weighted feature W1, as shown in Eqs. (1) and (2).

FICT = ReLU(BN(Conv3×3(FFFA))) (1)
W1 = sigmoid (Conv1×1 (GAP (FICT))) (2)

Interaction-weighted feature W1 is used to adjust the importance of each channel in the primary feature
FCF , and the adjusted feature map Finteraction(FICT)

′ generates a lesion heatmap M for guiding spatial
attention in localizing key lesions, as indicated in Eqs. (3) and (4).

F′FICT
= FCF ⊗W1 (3)

M = Conv1×1(FFICT
′

.) (4)

Spatial attention captures spatial correlations among features, focusing on critical lesion areas while
suppressing irrelevant regions. The average pooled along with channel dimension is applied in the spatial
attention branch to the multi-attention optimized dual-modal fusion feature Fmulti, producing spatial feature
descriptor W2 through sigmoid activation, as represented in Eq. (5).

W2 = sigmoid(CGAP(Fmul t i)) (5)

The lesion heatmap M from DFIM refines the spatial descriptor W2, resulting in the final spatial score
W3, and the spatial attention output Fspatial, as shown in Eqs. (6) and (7).

W3 = M ⊗W2 (6)
Fspatial = Fmul t i ⊗W3 (7)

By guiding spatial attention with the lesion heatmap M, MVLA-Net can identify critical lesion features,
allowing for more accurate localization of crucial lesions. Finally, Fspatial is passed through global average
pooling and a fully connected layer to predict the severity level of diabetic retinopathy.

3.5.4 Analysis of Multi-View Lesion Attention and Data Fusion Methods
This study explores multimodal data fusion techniques for multimodal fundus imaging, focusing on the

automatic detection, association, and combination of data from multiple sources. The primary motivation
is to harness the unique characteristics of multi-modalities to create a unified representation, facilitating
improved decision-making. Multimodal data fusion methods can be categorized into early, late, and hybrid.
Early fusion generates a common feature vector for specific processes like classification or segmentation.
Late fusion allows interaction and enrichment of lesion information between different modalities. This
work explores feature-level fusion to improve model capacity for extracting class-relevant information from
related modalities, compensating for single-modality imaging deficiencies and providing a more precise
classification of diabetic retinopathy. Late fusion combines independent decisions of each modality to
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arrive at the last decision. Hybrid fusion integrates early and late fusion mechanisms, enhancing diversity
and flexibility but complicating training. The performance of hybrid methods depends on selecting the
integration method, known as the combination strategy.

4 Experimental Results Analysis and Discussion
This study evaluates the efficacy of MVLA-Net in diabetic retinopathy grading using three public

datasets. Ablation experiments demonstrate the advantages of the dual-modal grading approach over single-
modal methods. The analysis discusses how different fusion strategies and parameter choices impact the
model’s efficacy. The dual-branch design of MVLA-Net outperforms traditional approaches by significantly
improving accuracy and feature extraction efficiency. The transformer encoder captures the long-range
dependencies among lesion features, while the CNN focuses on fine-grained spatial features. This combina-
tion enhances lesion detection and classification, as reflected in the performance metrics where the model
surpasses other state-of-the-art architectures.

4.1 Experimental Environment Setup
Using the PyTorch framework, the proposed MVLA-Net model trains on NVIDIA GTX 4050Ti GPU.

The training process employed a stochastic gradient descent (SGD) optimizer with a momentum parameter
0.9 and a weight decay 0.0005. The training was conducted for 60 epochs, 100 steps per epoch. The first
20 epochs were used as a warm-up phase, during which the learning rate gradually increased from 0 to a
maximum of 0.001, after which it followed the cosine decay schedule, and the learning rate progressively
decreased to 0.00005. Batch size 32 was applied, with 512 × 512 resolution color fundus as input to the
model. No additional data augmentation strategies were applied during training to verify the advantages of
dual-modal data incorporating generated images over single-modal data. The study aimed to optimize the
performance of the muti-view Attention block in a dual-modal grading model by analyzing the effects of
fixed channel number k and dilation rate d on model performance.

4.2 Evaluation Metrics
A confusion matrix typically represents a model’s prediction results in classification tasks. Researchers

can calculate and assess various model capabilities based on the differences between predicted and actual
values in the confusion matrix.

Accuracy represents the proportion of accurately predicted instances to the total number of samples,
providing an overall measure of the model’s classification performance. It is calculated as in Eq. (8).

ACC = TP + TN
TP + TN + FP + FN

(8)

where TP and TN are the counts of true positive and true negative classifications, respectively, and FP and
FN represent the counts of false positive and false negative classifications, respectively.

Precision is the proportion of true positives among the sample the model predicted as positive. It
measures the accuracy of the model’s positive predictions and is calculated as in Eq. (9).

PRE = TP
TP + FP

(9)
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Recall is the percentage of actual positive samples correctly predicted by a model, focusing on its
coverage of all true positives, and is calculated as in Eq. (10).

REC = TP
TP + FN

(10)

Specificity measures the percentage of negative samples correctly predicted as favorable, evaluating the
model’s accuracy in negative predictions, calculated as in Eq. (11).

Speci f icity = TN
TN + FP

(11)

FScore is the harmonic mean of Precision and Recall, considering accuracy and coverage. It is
particularly suitable for imbalanced datasets, and its formula is depicted in Eq. (12).

FScore = 2 × Precision × Recal l
Precision + Recal l

(12)

AUC represents the area under the ROC curve, where the ROC curve’s x-axis and y-axis represent the
False Positive Rate (FPR) and True Positive Rate (TPR), respectively, calculated as in Eqs. (13) and (14).

TPR = TP
TP + FN

(13)

FPR = FP
FP + TN

(14)

AUC values range between 0 and 1, with higher values indicating better model classification perfor-
mance, particularly in scenarios with imbalanced data.

Quadratic Weighted Kappa (QWK) measures the agreement between the model and actual observa-
tions, accounting for consistency across categories, making it especially useful for multiclass classification
tasks.

QWK = 1 −
∑i , j wi , jOi , j

∑i , j wi , jEi , j
(15)

It is calculated as in Eq. (15), where Oi , j is the actual likelihood, Ei , j is predicted likelihood, N is the
total number of categories and i and j represent any two categories in the set.

4.3 Result Analysis Based on Accuracy
This study conducted experiments based on three datasets, APTOS 2019, EyePACS, and IDRiD, which

diabetic retinopathy categorizes into five categories given the clinical necessity of screening for low-quality
images. This study employs the AUC and accuracy as performance evaluation metrics to assess a classifier’s
performance. Although many other metrics exist, this study focuses on AUC and ACC to simplify and
standardize the evaluation. The study uses the proposed model and other CNN-based architectures to explore
the impact of DFIM and attention mechanisms on DR classification. It was found that adding DFIM and
attention modules improved DR accuracy and precision but slightly decreased recall. However, when DFIM
and attention modules were added sequentially to the proposed model, DR classification accuracy and
AUC reached their highest level. The study underscores the importance of considering DFIM and attention
mechanisms’ influence on DR classification performance. The DFIM designed pathological information and
guided spatial attention for precise lesion localization.
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Comparative experiments were performed to assess the impact of DFIM on lesion localization using
color fundus features. In DFIM, color fundus features drive lesion localization, which is potentially over-
looked in color fundus imaging. This configuration achieves superior grading performance, with an ACC
of 98.4% and a QWK of 0.981, as depicted in the training and validation accuracy in Fig. 2. The model
demonstrates a steady improvement in training and validation accuracy throughout 60 epochs, stabilizing
close to peak performance and indicating effective generalization and robustness in the model’s learning
process. Including DFIM for lesion localization improves overall model performance, yielding a 0.3% higher
ACC than configurations without feature fusion. The loss curves also reflect consistent convergence with
reduced overfitting, as evidenced by the close alignment of training and validation losses. Fig. 2 reveals
a unique pattern where validation loss is lower than training loss due to regularization mechanisms like
dropout and weight decay. The validation set often contains simpler examples, resulting in lower validation
loss during early training stages. The learning rate schedule, which includes a warm-up phase, slows training
loss convergence while maintaining stable validation loss. The training and validation loss curves converge
as training progresses, demonstrating the model’s generalization ability across datasets. The AUC metric was
used to evaluate the DR classification experiment. A quadratic weighted kappa metric was applied for the five
DR classification experiments, effectively reflecting model performance on imbalanced datasets. The kappa
value ranges from 0 to 1, with higher values indicating better model performance. Additionally, the ROC
curve in the figure compares the proposed MVLA-Net with baseline models, highlighting its competitive
performance with an AUC of 0.99.

Figure 2: Depicts the performance of the proposed models, (a) represents the model’s accuracy, (b) loss of the proposed
model, and (c) AUC comparison of the proposed with the SOTA models

4.4 Comparison Based on Confusion Matrix
The confusion matrix is a tool used to evaluate a classification model’s performance on a test set. It shows

the actual classes and predicted classes. This study analyzed the confusion matrices of proposed models
and CNN-based architectures. The results showed that MVLA-Net achieved more accurate predictions than
CAB-net, ConvNext, Efficient Net, and others, as shown in Fig. 3. The improvement of MVLA-Net over
CAB-net indicates the successful addition of a differential regression task. The DFIM and attention module
were also influential in enhancing feature extraction. The proposed MVLA-Net model is more effective for
predicting the severity of DR. Although the model may fail in some cases, it brings predicted labels closer
to actual labels, indicating better extraction of significant features and patterns from the training data. The
study reveals that decision-level fusion models generally have lower grading performance, but feature-level
fusion consistently enhances it across all model configurations. This is due to the higher information richness
in feature-level fusion, which combines color fundus images into a unified feature vector. This enables the
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model to learn better interactions and relationships between modalities. The MAB and modality interaction-
guided spatial attention modules are better suited for optimizing fused features, mitigating class imbalance
issues, and identifying distinguishing features between classes.

Figure 3: Confusion matrix of the proposed model compared to the top three models with the highest accuracy, (a)
representing CABNet, (b) ResNext, (c) Efficient Net, (d) proposed model

4.5 Comparison with Other Approaches
To evaluate the DR grading performance of the MVLA-Net model based on DFIM and attention module

in the dual-modal grading model is compared to other models that reported results on three datasets. Table 2
depicts the hybrid CNN-transformer architecture in MVLA-Net achieves superior performance across
all evaluation metrics compared to CNN-only and transformer-only architectures. This demonstrates the
efficacy of combining local and global feature extraction mechanisms. Experimental results show that these
models are unsuitable for diabetic retinopathy grading. The proposed approach demonstrates a distinct
advantage in locating critical lesion information within dual-modal fusion. The proposed model achieves the
highest accuracy, recall, and precision compared to other models. It also performs best on the FScore, which
balances recall and precision. It can be seen that the multi-view lesion grading network achieved strong
performance in DR grading, with AUC, Recall, and FScores of 0.992%, 98.2%, and 98%, respectively, on the
APTOS dataset. These results ranked first among the compared methods, surpassing the best results from
other methods by 0.6%, 0.7%, and 0.6%, respectively. While aimed at mitigating overfitting and utilizing
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prior knowledge, pre-trained basic deep learning models still performed poorly, with classification results
among the lowest. However, DenseNet showed unexpectedly low recall, likely due to DenseNet’s highly
converged output, which may have discarded too much graph structure information, thereby limiting spatial
information capture. The high parameter counts in DenseNet, combined with small batch sizes, may have
restricted its ability to learn sufficiently. Tables 2 and 3 show the experimental results for the validation
and test sets on the three datasets, respectively. The empirical findings for mVGGNet19, InceptionV3,
ResNet152V2, DenseNet121, Efficient Net, ConvNext, and MVLA-Net were taken accuracy, Kappa, and other
metrics. It can be observed that MVLA-Net, the method proposed, demonstrated a significant advantage
in classification tasks over other mainstream CNNs. MVLA-Net achieved the highest accuracy and Kappa
scores for the validation and test sets. Specifically, MVLA-Net ACC was 99% for the validation set, and Kappa
was 98%, outperforming the best results from other networks by 3.7% and 5.8% on the APTOS 2019 dataset,
respectively. It can be observed that MVLA-Net outperformed DP2M-Net [32] in ACC, and Kappa, on the
validation set, exceeded DP2M-Net results by 1.9% and 3.6%, respectively. In Table 2, the performance of
MVLA-Net is comprehensively compared against state-of-the-art models across the APTOS 2019, EyePACS,
and IDRiD datasets. MVLA-Net consistently achieved superior metrics, including accuracy, precision, recall,
F1-score, AUC, and QWK. Specifically, MVLA-Net achieved the highest accuracy of 98.43% on APTOS 2019,
surpassing the next-best model by 0.7%. The dual-modal architecture’s capability to combine global and local
feature representations is pivotal in these results.
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Table 3: Comparison of outcomes with cutting-edge research

Algorithms/Approaches APTOS2019 IDRiD EyePACS Parameter

ACC QWK ACC QWK ACC QWK
ResNet152V2 [33] 0.934 0.921 0.621 0.696 0.915 0.903 58.3 M

ConvNext [34] 0.948 0.957 0.611 0.682 0.97 0.953 49.5 M
Efficient Net [35] 0.969 0.973 0.634 0.698 0.967 0.958 66.1 M

CABNet [36] 0.883 0.925 0.609 0.691 0.811 0.811 44.3 M
mVGGNet19 [37] 0.909 0.915 0.602 0.682 0.927 0.936 65.2 M

Swin-VIT [27] 0.845 0.873 0.612 0.674 0.789 0.761 88.0 M
HA-Net [38] 0.855 – 0.664 – 0.804 0.792 61.3 M
QTL-DR [39] 0.834 – 0.619 – 0.781 0.763 42.7 M

GF-CapsNet [40] 0.865 – 0.641 – 0.801 0.784 47.6 M
MAPCRCI-DMPLC [12] 0.989 0.985 0.695 0.740 0.995 0.985 40.5 M

DP2M-Net [32] 0.989 0.994 0.698 0.742 0.9996 0.986 41.8 M
PathSeg-MorphNet [41] 0.965 0.957 0.675 0.715 0.940 0.920 39.2 M

Proposed MVLA-Net 0.984 0.981 0.981 0.978 0.998 0.979 41.1 M

4.6 Heatmap Visualization
This study uses Gradient-weighted Class Activation Mapping (Grad-CAM) to extract key features for

classifying diabetic retinopathy images. Grad-CAM quantifies the activation map, indicating the impact of
different parts of the input image on the model’s final classification. The model’s steps involve obtaining the
feature map, calculating the gradient for each class, and backpropagating the gradients to weight and sum the
feature map. The output heatmap shows that the model focuses more on lesions like hard and soft exudates
and microaneurysms, covering most lesion areas with few missed or incorrectly focused regions. This
confirms the proposed model’s feasibility and enhancement method for diabetic retinopathy classification,
as shown in Fig. 4. These visualizations indicate that MVLA-Net more accurately localizes critical lesion
features, such as microaneurysms and exudates, than EfficientNet and ConvNext. The robust localization
further reinforces the reliability of the proposed model in clinical scenarios.

4.7 Ablation Study on the Dual-Modal Feature Interaction Module
The study evaluated the impact of every component within MVLA-Net on diabetic retinopathy

classifying efficacy through ablation experiments. The results showed that MVLA-Net, with all components
included, achieved the best grading accuracy and category consistency performance. The study used
single-modal baselines, dual-modal baselines, MAB, and a modality-specific attention module. The results
depicted the importance of considering modality interaction information in grading. Initial results show that
compared to CABNet, ResNext, Efficient Net, and other models, the proposed model shows a substantial
improvement in grading accuracy. Despite the additional data augmentation, this improvement indicates that
incorporating lesion information significantly enhances the model’s grading performance, highlighting the
advantages of a dual-modal grading approach. To further mitigate class imbalance and improve the model’s
ability to distinguish between adjacent classes, the MAB was added to the Dual-DenseNet121 baseline.
Ablation studies demonstrate the effectiveness of the applied augmentation techniques, improved the model’s
accuracy by 4%, and reduced overfitting, as evidenced by the lower validation loss curve. This addition, which
focuses on multi-level attention to the fused features, increased grading accuracy from 96.5% to 98.8% on
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three proposed datasets. The proposed MVLA-Net incorporates the modality-specific attention module and
optimizes the feature representation obtained from MAB, raising ACC and QWK by 5% and 5%, respectively.
Ablation studies revealed that incorporating synthetic dual-modal data improved grading accuracy by 3%
and lesion localization by 2.5% compared to models trained solely on real single-modal datasets. This
improvement is attributed to the attention module’s ability to capture lesion relationships across different
modalities, locate lesions, and enhance the dual-modal grading model’s accuracy and consistency. Table 3
shows that MVLA-Net achieves robust segmentation across all vessel thickness categories and accurately
segments thin capillaries and smooth boundaries for thick vessels, highlighting the model’s robustness in
addressing extreme multi-scale variations.

Figure 4: Classification heat map of proposed method

4.8 Comparison with SOTA Methods
This study evaluated the MVLA-Net model against other state-of-the-art models and methods for

five DR grading categories. The results showed that the MVLA-Net model achieved the best results across
all five categories. ResNet152V2 and EfficientNet have strong feature extraction capabilities but need help
accurately classifying specific DR stages due to the complexity and specificity of the task. ConvNext, a recent
advanced CNN model, performs comparable to transformer-based models but has limited feature extraction
capacity due to depth-wise convolution. GF-CapsNet, DP2M-Net, PathSeg-MorphNet, and CABNet, which
incorporate various attention mechanisms, still face limitations in recognizing specific lesions within each
DR category. The MVLA-Net has an advantage in differentiating specific categories, eliminating interference
from unrelated factors, and reducing the overall difficulty of grading. The MVLA-Net model achieves
high grading accuracy and class consistency but needs improvement without supplemental information. It
captures critical lesion features through semantic information interaction, allowing more effective extraction
of lesion relationship information. Its high QWK metric ensures the model’s reliability, which provides
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robust consistency across grading categories. In this study, MVLA-Net achieved a high QWK of 0.992,
demonstrating its reliability in grading accuracy and classification consistency.

Ablation studies and comparative experiments demonstrate MVLA-Net’s ability to outperform existing
models like DenseNet, ResNet152V2, and ConvNext in handling imbalanced datasets and multi-scale lesion
detection. As depicted in Fig. 3, the confusion matrix underscores MVLA-Net’s lower misclassification rate,
especially for challenging DR categories, validating its enhanced feature extraction capabilities.

5 Conclusion and Future Work
DR is a common ophthalmic disease worldwide, posing a risk of irreversible blindness in severe cases.

Due to the scarcity of specialized ophthalmologists, developing a computer-aided diagnostic system for
DR grading has become increasingly important. However, current mainstream deep learning methods still
struggle to grade DR severity accurately, and their unreliable results limit clinical utility. This study addresses
this gap by designing an innovative auxiliary grading model for diabetic retinopathy in color fundus images.
By analyzing the characteristics of DR across five distinct stages, we frame the DR diagnostic task as a
five-class classification problem in color fundus images. The study introduces the MVLA-Net to improve
diabetic retinopathy grading accuracy. The proposed integration of CNN and transformer encoders in
MVLA-Net addresses the limitations of single-modality feature extraction, providing a robust framework
for diabetic retinopathy grading. It integrates multi-view Attention and Modality Interaction-Guided Spatial
Attention to optimize the fusion process of dual-modal information. Ablation studies show that MVLA-
Net outperforms single-modal grading methods in diabetic retinopathy tasks without traditional data
augmentation techniques. The proposed MVLA-Net demonstrated robust performance across vessel scales,
accurately segmenting thin capillaries and thick retinal arteries. Future research could simplify CNN models,
reduce parameters, and promote AI diagnostic tools in primary care settings to increase ophthalmic disease
detection rates. The MVLA-Net model is a highly accurate and reliable tool for grading diabetic retinopathy
in retinal images. It could also be a decision support tool, providing ophthalmologists with additional insights
into retinal pathologies. MVLA-Net’s high accuracy and processing ability make it suitable for large-scale
screening programs, automating initial screenings and prioritizing cases requiring detailed evaluation. Its
consistent performance can reduce interobserver variability, improving patient care quality. Furthermore,
MVLA-Net can be integrated into telemedicine platforms, enabling remote diagnosis and grading of diabetic
retinopathy and expanding access to quality eye care in underserved or rural areas.
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