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ABSTRACT: Transfer-based Adversarial Attacks (TAAs) can deceive a victim model even without prior knowledge.
This is achieved by leveraging the property of adversarial examples. That is, when generated from a surrogate model,
they retain their features if applied to other models due to their good transferability. However, adversarial examples often
exhibit overfitting, as they are tailored to exploit the particular architecture and feature representation of source models.
Consequently, when attempting black-box transfer attacks on different target models, their effectiveness is decreased.
To solve this problem, this study proposes an approach based on a Regularized Constrained Feature Layer (RCFL). The
proposed method first uses regularization constraints to attenuate the initial examples of low-frequency components.
Perturbations are then added to a pre-specified layer of the source model using the back-propagation technique, in
order to modify the original adversarial examples. Afterward, a regularized loss function is used to enhance the black-
box transferability between different target models. The proposed method is finally tested on the ImageNet, CIFAR-100,
and Stanford Car datasets with various target models, The obtained results demonstrate that it achieves a significantly
higher transfer-based adversarial attack success rate compared with baseline techniques.

KEYWORDS: Adversarial examples; black-box transferability; regularized constrained; transfer-based adversarial
attacks

1 Introduction
Due to the widespread application of Deep Learning (DL) in computer vision [1], natural language

processing [2], speech recognition [3], and object detection [4], adversarial attacks have been widely
studied [5]. The latter consists of adding small perturbations to input data, which makes deep learning models
misclassify the input and lead to incorrect outputs. To enhance the security and increase the robustness of
deep learning models, adversarial attacks and defenses against them have been widely studied. Transfer-
based Adversarial Attacks (TAA) [6] is a type of adversarial attack that modifies the model under a black-box
setting. More precisely, it crafts adversarial examples on a source model and then uses them to mislead the
target models without knowledge, note that this is one of the most popular black-box attack methods.

The existing transfer-based attacks can be roughly divided into six types. Gradient-based attacks [7,8],
Input transformation-based attacks [9,10], Ensemble-based attacks [11,12], Improved objective functions [13],
Model structure-based improvements [14,15], Generative model-based attacks [16], This study summarizes
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and re-evaluates these methods, revealing that there is room for improving the adversarial transferability.
This paper designs a novel method that improves the transferability of adversarial examples by incorporating
a unique perspective from the frequency domain.

The reasons for the low transferability of the current adversarial examples are analyzed. It is deduced
that the outputs of the depth models show consistency on the low-frequency components [17,18]. This
indicates that the source model tends to extract more features from the low-frequency components of the
input examples, including some redundant features. That is, when working in the low-frequency region,
excessive noise and random variations may be introduced. This makes the model overfit these redundant
features when generating the adversarial examples, which results in their reduced transferability. In addition,
because the adversarial perturbations affect the transferability of the adversarial examples, an analysis is
conducted from a frequency perspective. The obtained results show that the high-frequency components
in the adversarial perturbations increase the complexity of the adversarial examples, which makes them
susceptible to noise and variations. The sensitivity may vary between different models, which negatively
affects the transferability of the adversarial examples. Finally, the neural network (NN) models become more
linear as they go deeper [19]. The excessive linearity in the NNs limits the expressive power of the models for
capturing non-linear features, which increases the possibility of local linear approximation. This results in
increasing the sensitivity of the model to input perturbations, which leads to the overfitting of the adversarial
examples to the source model and negatively affects their transferability. In summary, these factors contribute
to the negative impact on the transferability of adversarial examples.

Based on the exisiting studies on adversarial transferability, this paper mainly focuses on improving the
transferability of the adversarial examples from three aspects: 1) Incorporating regularization constraints into
the initial examples: By applying the idea of regularization constraints that demonstrated high effectiveness
in preventing overfitting during deep model training, the redundant features within the low-frequency
components of images can be reduced; 2) Employing a regularization loss function at the neural network
feature layers: The high-frequency components of the adversarial perturbations are filtered out using
smoothing filters, in order to reduce the negative impact of the adversarial perturbation features on the
transferability; 3) Generating adversarial examples at the feature layer outputs: The proposed strategy
involves generating adversarial examples at the feature layer outputs of the NN model instead of the final layer
outputs, This aims at weakening the impact of the excessive linearity of the source model on the transferability
of the adversarial examples by ensuring similar feature representations across the distinct models.

The main contributions of this paper are summarized as follows:

• The possible vulnerabilities of deep models are studied based on the basic construction principles of deep
learning models. Regularization constraints are introduced to address the low-frequency redundant
features learned by deep models from a frequency perspective. This allows to reduce the low-frequency
components and decreases the complexity of the adversarial perturbations;

• A method for generating adversarial examples, centered on feature layer regularization loss, is proposed.
It extends the iterative attack algorithm for adversarial example generation to seek a balance between
the direction and magnitude of the adversarial perturbation. More precisely, the high-frequency compo-
nents of the adversarial perturbations are filtered out, the optimal transfer direction is searched for, and
the adversarial examples are corrected to reduce the negative impact of the high-frequency perturbations
on the transferability;

• Experiments are conducted on a validation set to demonstrate the high effectiveness of the proposed
method. The obtained results demonstrate that the proposed method achieves higher success rates on
normally trained models and breaks the defense mechanisms of other powerful adversarial networks.
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2 Related Work

2.1 Adversarial Examples
The adversarial examples have two conditions: (i) a slight perturbation on the original image; (ii)

misclassification by the model. This paper represents the slight perturbation using the Lp norm. Therefore,
See Eq. (1), these two conditions can be expressed as:

Min
η
∣∣η∣∣p =min

x adv
∣∣xadv − x∣∣p s.t. f (xadv) = y, f (x) = ytrue , y ≠ ytrue (1)

Through formal definition, it can be observed that the generation process of adversarial examples is an
optimization problem, which involves finding the minimum perturbation to the model input that leads to
misclassification. A list of relevant terms and their explanations is presented in Table 1.

Table 1: Definition of names and symbols

Names and symbols Definition
f f ∶ x → y, Accept an image x ∈ X as input and output a specific label y ∈ Y

x, y Original image, Predicted label of classifier f
x′, x∗ Initial adversarial example, Input example with reduced low-frequency

components
xadv

t , xadv , ytrue Adversarial examples under the constraint of the t-th layer, Final adversarial
examples, the true label corresponding to input image x

η, Lp Adversarial perturbation, Constrain the difference between adversarial examples
and original examples

Δy′l , Δyadv
l δy′l is represented as the guiding direction of the initial adversarial examples in

the t-th feature space layer. δyadv
l is represented as the maximum perturbation

strength while maintaining the direction of δy′l
ε To ensure that the perturbation is imperceptible to the human eye, the size of the

perturbation is constrained by the Lp norm. ∣∣η∣∣p = ∣∣xadv − x∣∣p ≤ ε
zl (i , j) , zh (i , j) , b Low-frequency components, high-frequency components, and b represents the

boundary line between low-frequency and high-frequency components.

2.2 Transfer-Based Adversarial Attack Methods
2.2.1 Momentum Iterative Fast Gradient Sign Method (MI-FGSM)

Dong et al. [20] proposed the MI-FGSM technique where the updated process of the momentum term
uses the accumulated gradient gn , and the n represents the iteration count. See Eq. (2), for dimensions where
the current gradient points are in the same direction as the previous step, gn+1 increases. On the other hand,
for dimensions where the current gradient points are in the opposite direction as the previous step, gn+1 is
decreased.
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

gn+1 = μ ⋅ gn +
∇x L (xadv

n , ytrue)
∣∣∇x L (xadv

n , ytrue)∣∣
xadv

n+1 = Cl ipε
x {xadv

n + a ⋅ sign (gn+1)}
(2)
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2.2.2 Diverse Input Method (DIM)
Xie et al. [21] proposed a DIM to improve the transferability of adversarial examples. See Eq. (3), DIM

randomly applies a set of label-preserving transformations (such as resizing, cropping and rotation) to train
images and computes gradients by feeding the transformed images into the classifier.

xadv
n+1 = Cl ipε

x {xadv
n + a ⋅ sign (∇x L (T (xadv

n ; P) , ytrue ; θ))}

T (xadv
n ; P) = { T (xadv

n ) , probabil it y P
xadv

n , probabil it y 1 − P (3)

2.2.3 Penalizing Gradient Norm (PGN)
Ge et al. [22] The PGN attack aims to guide adversarial examples towards flatter regions by constraining

the norm or magnitude of the gradient. PGN is derived by optimizing Eq. (4) to achieve a flat local maximum,
it can be seamlessly integrated with traditional gradient-based attack methods and input transformation-
based attack methods, leveraging their strengths to further improve the adversarial transferability.

max
x adv∈Bζ(x)

[J (xadv , y; θ) − λ ⋅ max
x′∈Bζ(x adv)

∥∇x′ J (x′, y; θ)∥2] , (4)

where λ is the penalty coefficient.

2.3 Neural Network Frequency Domain Features
This section introduces some frequency domain symbols and notations that will be used in the sequel.

In digital image processing, the Discrete Cosine Transform (DCT) is often applied to transform an image
from the spatial domain to the frequency domain. Moreover, z = DCT (x) and x = iDCT (z) are defined,
where z represents the frequency spectrum of the input image x and the iDCT stands for the inverse Discrete
Cosine Transform.

Since the low-frequency components are in the top-left corner of the frequency spectrum z, this method
uses a threshold parameter b to represent the boundary between the low-frequency and high-frequency
components. Considering an n × n single-channel image with x ∈ N n×n , where n × n represents the size
of the image and N is the set of pixel values, the low-frequency and high-frequency components can be
represented as follows, see Eq. (5).

zl (i , j) = { z (i , j) i + j ≤ b
0 el se zh (i , j) = { 0 i + j ≤ b

z (i , j) el se , (5)

where i and j represent the rows and columns indices, respectively.
If the input image x has multiple channels, this process is applied to each channel separately, which is

represented in this paper as follows, see Eq. (6).

zl , zh = spl it (z, b) (6)

3 Approach

3.1 Regularized Constraint Feature Layer (RCFL)
The proposed adversarial transfer attack method based on regularization-constrained feature layers is

shown in Fig. 1. This method can be divided into the following five steps:
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• Regularization constraints are added to the initial examples x in the iterative attack method, the low-
frequency components are removed, and input examples x∗ are generated;

• The neural network model is attacked through the current basic transferability attack algorithm. For
example, model B presented in Fig. 1 is attacked to generate the initial adversarial examples x′;

• The attacked model B is divided into different neural network feature layers. That is, the convolutional
layers of the attacked model are divided;

• Using the initial adversarial example x′ as input, the regularization loss function is adopted to correct it
in the feature layer of the attacked neural network model B. This allows for balancing the direction and
intensity of the adversarial perturbation through backpropagation and seeking a better transfer direc-
tion while filtering out the high-frequency components and generating the corresponding adversarial
examples xadv

t after each feature layer;
• The adversarial examples from different layers are transferred to attack other network models. Moreover,

the statistical results are employed to select the optimal transfer layer. The adversarial examples from the
optimal layer are finally considered as the final adversarial examples xadv .

Figure 1: Adversarial examples Generation Process Diagram

3.2 Regularization Techniques
Inspired by the common regularization strategies in the training process of Deep Neural Networks

(DNNs), this paper proposes a regularization-based approach to suppress the overfitting of source models
to adversarial examples, thereby improving the transferability of adversarial examples. Specifically, two
regularization constraints are imposed in this paper:

• Frequency domain regularization.
• Regularization loss function.

Firstly, we find that the CNNs exhibit differences in the low-frequency components compared to input
examples. In other words, the attenuation of the low-frequency components of the input examples results
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in significant changes in the output of deep models. Since the changes in low-frequency components may
result in changes in overall brightness, loss of detail or blurring, texture, and image contrast. Thus, even small
modifications in low-frequency components can effectively perturb the decision boundaries of the model.
Secondly, concerning the loss function, the implementation of a regularization loss function constraint is
proposed for iterative attack methods. The aim of this approach is to reduce the high-frequency components
of adversarial perturbations and minimize the differences between different adversarial perturbations,
thereby reducing the impact of adversarial perturbations on transferability.

3.2.1 Frequency Domain Regularization
In the process of training DNNs, low-frequency components are firstly fit, followed by high-

frequency components. However, during the fitting of the high-frequency components, the learning of
the low-frequency components continues. As a result, the DNNs learn more redundant features from the
low-frequency components of input examples. Therefore, a regularization term is introduced in the initial
examples to reduce the low-frequency components. In this paper, a regularization constraint Tf (x) is
constructed as an iterative attack method in the frequency domain. See Eq. (7).

{ zl , zh = spl it (DCT (x) , b)
x∗ = Tf (x) = iDCT (zh + zl ⋅ λ)

, (7)

where 0 < λ ≤ 1 represents the attenuation factor of the low-frequency components. The examples x∗ satisfy
the constraint T (⋅) on the initial examples x. Moreover, the values of zl and zh are calculated using Eq. (6).
The high-frequency component zh remain unchanged. Therefore, for λ = 1, x∗ = Tf (x) = x. The key aspect
of adding the regularization constraint to the adversarial examples lies in the way of choosing an appropriate
attenuation factor λ. A simple idea consists in setting a fixed attenuation factor for all the cases. However,
to achieve better performance, during the iteration process, this method randomly selects the value of the
attenuation factor within the range of (0, 1]. The case of λ = 0 is excluded because it is meaningless. The values
of λ are uniformly distributed in the range of 0–1 and centered around 0.5. The random sampling strategy
is adopted to obtain diversity while generating the regularization constraint. Note that this is similar to the
idea of random dropout. The attenuation factor is defined as λ = random (0, 1), where the latter function
represents uniform sampling returning a value uniformly distributed in the range of (0, 1].

The reduction of low-frequency components can effectively perturb the decision boundary of the model,
especially in instances where these components are slightly modified. Different examples have varying
sensitivities to modifications in low-frequency components. Therefore, the random λ values can be adaptively
adjusted based on the characteristics of different examples, which makes the approach more flexible in
dealing with adversarial attacks. On the contrary, if λ is fixed, the model may become overly reliant on this
value, which results in insufficient or excessive disturbances in the low-frequency components, which may
affect the effectiveness of the attack. For example, if λ is too small, it may fail to effectively remove redundant
low-frequency features, which results in low attack performance. If λ is too large, it may excessively remove
low-frequency components, which results in decreasing the quality of the image and affects the stealthiness
of the attack. This dependence can be reduced by randomly choosing the value of λ in the interval of (0, 1],
which automatically adjusts λ and enhances the adaptability of the model.

3.2.2 Regularization Loss Function
This paper uses the L2 regularization loss function to design two loss function terms. Specifically, under

the constraint of the t-th layer in the neural network, Eq. (8) shows the constraint equation for the adversarial
examples.
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xadv
t = argmaxL (l1t , l2t) = argmax (l1t + βl2t) s.t. ∥xadv

t − x∗∥p ≤ ε, (8)

where x∗ represents the input examples after reducing the low-frequency components, xadv
t is the output

adversarial examples under the constraint of the t-th layer, β represents the weight factor which is a constant
in this study, l1t and l2t represent the projection loss function and the smoothness loss function that constitute
the regularization loss function L (l1t , l2t). The projection loss function l1t is modelled as follows, see Eq. (9).

⎧⎪⎪⎪⎨⎪⎪⎪⎩

l1t = [ ft (xadv
t ) − ft (x∗)] ⋅ [ ft (x′) − ft (x∗)]

Δyadv
l = ft (xadv

t ) − ft (x∗)Δy′l = ft (x′) − ft (x∗)
(9)

The projection loss function l1t primarily calculates the projection intensity strength to ensure that the
generated adversarial paradigm provides a better transfer direction and fewer high-frequency perturbation
components compared with the initial adversarial examples. It is redefined that the adversarial perturbation
is based on x′. In addition, ft (∗) represents the output function of the feature space layer, δy′l represents the
guiding direction of the initial adversarial examples x′ in the t-th feature space layer, and δyadv

l represents
the maximum perturbation strength while maintaining the direction of δy′l . In other words, δyadv

l is the
adversarial perturbation added through the regularization loss function in the t-th layer, while δy′l represents
the adversarial perturbation of the initial adversarial examples in the t-th layer.

In general, simple and smooth functions tend to exhibit better generalization ability compared to
complex and oscillating functions. Therefore, for the l2t regularization term, a smoothness loss function
is adopted to filter out the high-frequency components of the adversarial perturbation. This involves a
convolution operation, which is similar to the application of a smoothing filter. This filter aims to make the
neighboring pixels smoother. The smoothness loss function l2t is represented as Eq. (10).

l2t = ∑
pix e l−w ise

∥s ( ft (xadv
t ) − ft (x∗))∥

2
2 , (10)

where ft (x∗) represents the reshaped one-dimensional feature output of the t-th layer, which is generated by
rearranging x∗ as the input. Moreover, S (∗)denotes the smooth filtering loss function, sliding over the image
and calculates the weighted sum of each pixel with its neighboring pixels. This helps reduce the differences
between neighboring pixels, resulting in a smooth effect. “Pixel-wise” refers to the independent processing
or calculation of each individual pixel , and ∥⋅∥2

2 represents the L2 regularization term.

3.3 The RCFL Attack Algorithm Flow
This paper proposes an adversarial transfer attack algorithm based on regularization-constrained

feature layers, as shown in Table 2. The algorithm is the final process allowing to obtain the adversarial
examples xadv based on the iterative transfer attack MI-FGSM [20], which is referred to as MIM in this paper.
It can also be combined with other iterative algorithms, such as DIM [21] and PGN [22].

In addition, the differences between the adversarial examples generated by the proposed method and
the original images are visually compared, the same is performed for the examples generated by traditional
methods, such as the MI-FGSM algorithm. The obtained results are shown in Fig. 2. From the perspective
of image perception, it can be clearly seen that the differences between the adversarial examples generated
by the proposed method and the original images are much smaller than those generated by the MI-
FGSM algorithm. This is due to the fact that an increase in the strength of the adversarial examples often
reduces the perceptibility of the image. Therefore, while ensuring the ability to deceive classification models,
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the adversarial examples generated by the proposed method are clearly more realistic and closer to the
real images.

Table 2: RCFL attack algorithm flow

Enhancing adversarial example transferability via regularized constrained feature layer
Input: White-box models f , ft ; loss function L; number of iterations n; perturbation size ε; intercept for

dividing high-frequency and low-frequency components b; momentum decay coefficient μ; initial
image x; input example x∗; initial adversarial example x′; Lp bound; learning rate α; true class ytrue .

Output: Adversarial example xadv .
1: Initialization procedure RCFL(x, f , ε, α = ε

n
, L), x′0 = x, g0 = 0;

2: for n = 0, 1, 2, . . . . . . , n − 1 do
3: Using the formula λ = random (0, 1), the decay factor λ is calculated for the current iteration;

4: Using the formula zl , zh = spl it (DCT (x) , b) and x∗ = Tf (x) = iDCT (zh + zl ⋅ λ),
the input Tf (x′n) with added constraints is obtained;

5: Passing Tf (x′n) into the deep model f , the gradient ∇x L (Tf (x′n) , ytrue) is obtained;
6: Updating gn+1 by applying

gn+1 = μ ⋅ gn +
∇x L(Tf (x′n), ytrue)
∥∇x L(Tf (xn), ytrue∥

7: Updating x′n+1 by applying the sign function to x′n+1 = Cl ipε
x {x′n + a ⋅ sign (gn+1)};

8: return x′ = x′T
9: RCFL (x′, ft , ε, α, L), xadv= x∗, i = 0;

10: while i < n do
11: Calculating the regularization loss function L for l1t and l2t , L = −l1t − l2t ;

12: Calculating the gradient of the loss function for ∇x adv
t

L (l1t , l2t) and updating the adversarial
Example xadv

t = xadv
t − a ⋅ sign (∇x adv

t
L (l1t , l2t));

13: Clipping the adversarial example xadv
t to the Lp bound,

xadv
t = Cl ip (xadv

t − x∗) + x∗, xadv
t = Cl ip (xadv

t )
14: i = i + 1 end while Statistical results

15: return xadv end procedure

Figure 2: Clean examples (top row), adversarial examples crafted by the MI-FGSM algorithm (middle row), and
adversarial examples produced by the algorithm we proposed (bottom row)
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To verify the superiority of the proposed method, the limitations of the existing algorithms in the
generation of adversarial examples are summarized as follows. Dong et al. [20] used a momentum term
to stabilize the update direction, which is sensitive to the structure and feature representation of the
target model and may get stuck in local optima, making the effective attack of different types of models
difficult. Xie et al. [21] employed transformations, such as image scaling, cropping, and rotation, which
may not effectively capture subtle feature differences in the images and require multiple transformations
and gradient calculations for each training image. Ge et al. [22] guided the adversarial examples to move
towards flatter regions by constraining the gradient norm. However, the non-linearity of the adversarial
perturbations and the limitations of the gradient norm constraint may result in reducing the transferability
of the adversarial examples.

On the contrary, the proposed method generates adversarial examples at the feature layer output and
conducts an analysis from a unique frequency domain perspective. This approach more effectively deals
with the linearization of models and generates more deceptive adversarial examples. Therefore, it effectively
prevents overfitting to the substitute model, which improves the adversarial transferability. This is also proved
by the experimental results shown in Tables 3 and 4 in Section 4. Referring to Fig. 3, the clean examples are
recognized as “leopards” in the four NN models. The adversarial examples attacked by the MIM algorithm
are successful in two out of the four targeted models, while those attacked by the proposed RCFL algorithm
are successful in all the targeted models. This demonstrates that the latter is able to generate adversarial
examples with better transferability.

Table 3: Comparison of ImageNet as the training set base method and RCFL method

Surrogate
models
(ImageNet)

Attacking
method

Res
Net18

Dense
Net121

Inc-v1 Inc-v3 Squeeze
Net V1

Inc-v3
ens3

Inc-v3
ens4

Avg

ResNet18
(t = 4)

MIM 100* 65.2 58.2 55.8 72.3 30.1 26.1 51.3
MIM-RCFL 100* 79.1 70.3 69.4 84.4 34.7 30.8 61.5

DIM 100* 75.3 81.1 76.7 81.5 37.8 36.7 64.9
DIM-RCFL 99.8* 80.1 86.1 80.4 88.3 40.6 35.8 68.6

PGN 100* 88.3 80.2 86.2 80.5 48.1 44.3 71.3
PGN-RCFL 99.9* 86.1 88.5 88.4 90.2 58.2 54.8 77.7

DenseNet121
(t = 6)

MIM 65.1 100* 64.5 58.2 69.7 21.3 19.5 49.7
MIM-RCFL 78.2 99.7* 74.3 71.2 87.9 30.7 36.1 63.1

DIM 75.2 100* 72.1 68.3 77.7 41.1 38.7 62.2
DIM-RCFL 82.2 99.9* 75.3 70.2 87.9 47.5 45.6 68.1

PGN 87.6 99.9* 93.0 92.8 88.8 74.2 70.8 84.5
PGN-RCFL 84.1 100* 92.1 93.4 90.9 80.2 72.2 85.5

Inc-v1
(t = 9)

MIM 57.2 62.3 100* 57.6 63.1 28.3 26.2 49.1
MIM-RCFL 72.2 71.7 100* 81.3 82.2 35.0 29.8 62.0

DIM 63.2 70.3 100* 67.6 68.2 43.3 42.0 59.1
DIM-RCFL 78.4 80.9 99.6* 88.3 84.7 50.0 48.1 71.1

PGN 88.9 90.4 99.9* 93.3 85.8 68.9 66.2 82.3
PGN-RCFL 90.2 92.7 100* 93.6 90.2 66.8 70.8 84.1

(Continued)
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Table 3 (continued)

Surrogate
models
(ImageNet)

Attacking
method

Res
Net18

Dense
Net121

Inc-v1 Inc-v3 Squeeze
Net V1

Inc-v3
ens3

Inc-v3
ens4

Avg

Inc-v3
(t = 9)

MIM 56.3 59.1 70.2 100* 60.2 23.3 22.1 48.5
MIM-RCFL 70.3 70.1 80.9 100* 81.1 32.2 32.0 61.1

DIM 74.9 62.7 80.2 100* 77.4 32.0 30.7 59.7
DIM-RCFL 92.1 72.6 88.2 99.7* 84.1 45.5 36.0 69.8

PGN 92.4 77.9 90.5 99.9* 80.2 82.2 86.6 85.0
PGN-RCFL 95.4 80.3 93.1 100* 79.1 85.5 86.0 86.6

SqueezeNet
V1

(t = 6)

MIM 71.6 70.3 60.2 55.3 100* 29.0 28.7 52.5

MIM-RCFL 82.6 81.5 69.2 62.7 98.7* 38.2 34.8 61.5
DIM 82.6 80.3 66.3 64.2 100* 42.6 39.2 62.5

DIM-RCFL 90.6 85.0 72.1 70.7 99.9* 57.6 50.7 71.1
PGN 83.6 82.3 91.4 90.2 99.7* 62.4 60.8 78.5

PGN-RCFL 85.2 84.7 93.7 90.7 100* 67.2 61.7 80.5

Table 4: A comparison between the basic method and the RCFL method based on the training sets of CIFAR-100 and
Stanford Car

Surrogate
models
ResNet18
(t = 4)

Attacking
method

Res
Net18

Dense
Net121

Inc-v1 Inc-v3 Squeeze
Net V1

Inc-v3
ens3

Inc-v3
ens4

Avg

CIFAR-100

MIM 100* 49.8 50.2 52.4 62.2 28.0 24.7 44.6
MIM-RCFL 100* 55.2 60.6 60.2 63.0 30.7 32.9 50.4

DIM 99.7* 72.8 77.8 64.3 76.3 32.3 25.6 58.2
DIM-RCFL 100* 70.5 78.4 77.4 80.3 38.9 35.5 63.5

PGN 100* 80.1 79.3 82.8 84.2 31.7 29.8 64.7
PGN-RCFL 100* 82.8 80.5 88.0 90.2 40.6 42.8 70.8

Stanford car

MIM 100* 44.2 48.3 60.4 67.6 23.2 20.6 44.1
MIM-RCFL 99.6* 50.3 60.0 64.5 71.4 33.8 22.3 50.4

DIM 100* 65.1 70.8 70.0 73.3 34.9 30.4 57.4
DIM-RCFL 99.9* 66.4 80.2 72.4 81.2 33.3 32.2 61.0

PGN 100* 76.2 77.1 83.1 88.8 32.8 30.2 64.7
PGN-RCFL 100* 83.5 80.4 84.0 89.4 40.2 43.8 70.2
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Figure 3: On the left, we have the original image at the top, the adversarial example image processed by the MI-FGSM
algorithm in the middle, and the adversarial example image produced by our proposed algorithm at the bottom. On
the right, the corresponding recognition results of these images by different models are displayed

4 Experiment

4.1 Experimental Setup
4.1.1 Dataset

This paper conducts experiments on three datasets: ImageNet (https://image-net.org/) (accessed on 05
January 2025), CIFAR-100 (https://www.cs.toronto.edu/~kriz/cifar.html) (accessed on 05 January 2025), and
Stanford Car (https://ai.stanford.edu/~jkrause/cars/car) (accessed on 05 January 2025). ImageNet is a large-
scale image dataset that contains approximately 1.2 million images, covering a wide range of different objects.
Using ImageNet allows us to effectively evaluate the generality and scalability of our methods in handling
large-scale, diverse image tasks, thereby reflecting their performance in complex real-world scenarios to
some extent.

CIFAR-100 is a coarse-grained image classification dataset, consisting of approximately 60,000 images
categorized in 100 different classes. Compared to ImageNet, CIFAR-100 has lower image resolution and sim-
pler categories, making it suitable for studying the problem of adversarial transfer in low-resolution images.
Stanford Car is a fine-grained classification dataset, Specializing in the automotive category, comprising
around 16,185 images and 196 categories of cars. The fine-grained classification task places higher demands
on the model’s generalization ability and robustness, and choosing the Stanford Cars dataset helps us evaluate
the transfer performance of adversarial examples when facing different instances of the same category.

By selecting these three datasets, we are able to comprehensively evaluate the generation meth-
ods of adversarial examples and their transferability from different dimensions and complexities. These
datasets cover tasks ranging from large-scale general image classification to fine-grained specific domain
classification, making them broadly representative for comparison.

https://image-net.org/
https://www.cs.toronto.edu/~kriz/cifar.html
https://ai.stanford.edu/~jkrause/cars/car_dataset.html
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4.1.2 Network Models
To validate the transferability of the black-box attack method, this paper uses five normally trained

and two adversarial-trained models. The normally trained models include ResNet18 [23], DenseNet121 [24],
Inception-v1 (Inc-v1) [25], Inception-v3 (Inc-v3) [26], and SqueezeNet V1 [27]. These models are then
utilized as white-box models (Surrogate models) to generate adversarial examples. As for the two
adversarial trained deep models, namely ens3-adv-Inception-v3 (Inc-v3ens3) and ens4-adv-Inception-v3
(Inc-v3ens4) [28], they are applied to verify the effectiveness of the proposed method.

4.1.3 Attack Methods
We selected the classic gradient-based transfer attack method MIM, as well as more recent and powerful

methods such as DIM and PGN, for comparison with the proposed attack algorithm. The proposed RCFL
attack method was matched with these three methods—MIM, DIM, and PGN, and were referred to as MIM-
RCFL, DIM-RCFL, and PGN-RCFL, respectively. The transferability performance of these attacks across
different neural network models is then tested to verify the superiority of the proposed method.

4.1.4 Hyper-Parameter
In the case where the pixel values are in the range of 0–255, the perturbation size ε is set to 30.

Furthermore, the attack is performed for n = 10 iterations, the learning rate α is set to 0.15, and the
momentum decay coefficient μ is set to 0.5. The weight factor β for the smooth loss function is set to 0.01,
while the size of the used convolution kernel is set to 5 × 5. For DIM and DIM-RCFL, the probability of the
input random transformations is set to 0.5. Note that the other hyper-parameters are set according to the
specifications in their respective published work. In this paper, the uniform sampling random set (0.001, 1) is
used to avoid obtaining a null λ value. Finally, this function returns a value uniformly sampled in the range
of 0.001-1.

4.2 Experimental Results
4.2.1 Optimal Transfer Layer of the Model

The basic idea for identifying the optimal transfer layer of the statistical model is to use different neural
network models sequentially as surrogate models. The RCFL attack algorithm is employed to generate a
set of adversarial examples for each surrogate model. These adversarial examples are then used to attack
other target models, excluding the surrogate model, and the transfer attack success rate is computed for each
layer. We selected the layer with the highest success rate of transfer attacks against the target model as the
final confrontation example xadv and identified as the optimal transfer feature layer of the surrogate model.
For example, if Inception-v1 (Inc-v1) is used as the surrogate model, the RCFL attack algorithm generates
adversarial examples at each layer, forming a set of adversarial examples {xadv

1 , xadv
2 , xadv

3 , . . . , xadv
t }. These

examples are then sequentially used to attack ResNet18, DenseNet121, Inception-v3 (Inc-v3), SqueezeNet V1,
ens3-adv-Inception-v3 (Inc-v3ens3), and ens4-adv-Inception-v3 (Inc-v3ens4), obtaining the transfer attack
success rate for each layer. The layer with the highest average transfer attack success rate is determined to be
the optimal transfer feature layer of the neural network model. As shown in Fig. 4a,b, when Inception-v1 is
used as the surrogate model, the t = 9 layer is identified as the optimal transfer layer.
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Figure 4: The results of two sets of experiments, which used the ImageNet dataset. The horizontal axis represents the
number of different feature layers of the surrogate model Inception-v1, while the vertical axis represents the transfer
attack success rate of the adversarial examples generated at these layers on the target model. The dashed line indicates
that the model’s output is not layered, and the solid line is the opposite. (a) shows the results using the MIM algorithm
as the basis for RCFL, and (b) shows the results using the DIM algorithm as the basis for RCFL

The experimental results show that different basic algorithms have no effect on the selection of the
optimal feature layer of the model. Therefore, to determine the optimal layer for the other four models, we
uniformly use ImageNet as the dataset and the MIM transfer attack algorithm as the basis for our RCFL
method. The experimental results for the optimal transfer layers of the four standard-trained models—
ResNet18, DenseNet121, Inception-v3, and SqueezeNet V1—are shown in Fig. 5a–d. the optimal layer for
ResNet18 is t = 4, for DenseNet121 is t = 6 for Inception-v3 is t = 9, and for SqueezeNet V1 is t = 6.

4.2.2 Comparison between the Transferability of the Adversarial Examples
To optimal feature layers for the five standard-trained models are determined based on the aforemen-

tioned experiment results. The surrogate models and the attacked black-box models are then trained using
the ImageNet, CIFAR-100, and Stanford Car datasets. Adversarial examples are first generated on the optimal
feature layers of the five standard training models. They are then used to attack all the five standard training
models and two adversarial training models in the same training set, in order to measure their attack success
rates. MIM, DIM, and PGN are used as the basis transfer attack algorithms for RCFL. A comparison between
the results of MIM and MIM-RCFL, DIM and DIM-RCFL, and PGN and PGN-RCFL on different training
sets is shown in Tables 3 and 4, Note that the results presented in Table 3 are obtained when using the
ImageNet dataset, with surrogate models including ResNet18, DenseNet121, Inception-v1, Inception-v3, and
SqueezeNet v1. The first column indicates adversarial examples generated by different surrogate models, *
denotes white-box attack results, and the last column shows the average attack success rate for the six black-
box models. The results presented in Table 4 are obtained when using the CIFAR-100 and Stanford Car
datasets, with ResNet18 as the surrogate model. The first column indicates the use of different datasets, * also
denotes white-box attack results, and the last column shows the average attack success rate for the other six
black-box models.
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Figure 5: The optimal transfer layer of different models. The horizontal axis in the figure represents the number of
layers in the feature layer of the surrogate model, and the vertical axis indicates the transfer attack success rate of
adversarial examples generated from different layers on the target model. The dashed line indicates that the model’s
output is not layered, and the solid line is the opposite. (a) shows the surrogate model using ResNet18. (b) shows the
surrogate model using DenseNet121. (c) shows the surrogate model using Inception-v3. (d) shows the surrogate model
using SqueezeNet V1

It can be observed that the proposed RCFL attack method significantly improves the attack success
rate under black-box attack settings for standard-trained and adversarially trained models, while also
ensuring a high white-box attack success rate. In terms of numerical values, when using ImageNet as the
training set, the proposed method outperforms MIM, DIM, and PGN by averages of 11.6%, 8.0%, and 2.6%,
respectively. When using CIFAR-100 as the training set, the proposed method outperforms MIM, DIM, and
PGN by averages of 5.8%, 5.3%, and 6.1%, respectively. When using Stanford Car as the training set, the
proposed method outperforms MIM, DIM, and PGN by averages of 6.3%, 3.6%, and 5.5%, respectively. This
demonstrates that the adversarial examples generated by the proposed regularized constrained feature layer
method have better transferability.

4.2.3 Ablation Experiment
(1) Constraint factor λ
In this section, ablation experiments are conducted to study the impact of the proposed constraint factor

λ on transferability and to verify that the random strategy of λ outperforms that of a fixed value. A normally
trained model is then used to generate adversarial examples and black-box attack tests are conducted on four
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other normally trained models and two adversarially trained models. Afterward, the black-box attack results
obtained by these six models are averaged and compared with baseline methods (e.g., MIM, DIM, and PGN)
and the proposed complete method using the random selection decay factor (e.g., MIM-RCFL, DIM-RCFL,
and PGN-RCFL). The obtained results are shown in Fig. 6a–d.

Figure 6: The performance comparison of different attenuation factors. The x-axis represents the average attack success
rate against the six black-box models, while the y-axis represents the different attack methods. λ = 0.5 indicates the
experimental results using a fixed decay factor. (a) shows the surrogate model using ResNet18. (b) shows the surrogate
model using DenseNet121. (c) shows the surrogate model using Inception-v1. (d) shows the surrogate model using
SqueezeNet V1

It can be seen that the adversarial examples generated by the fixed decay factor method still outperform
the baseline method, However, when the fixed decay factor strategy is replaced with the proposed random
sampling strategy, the transfer performance of the generated adversarial examples is significantly increased,
which is consistent with the analysis presented in Section 3.2.1.

(2) Impact of the regularization on the transferability
This paper systematically analyzes the impact of regularization techniques on the transferability of

adversarial examples. When the frequency domain regularization (“RCFL w/o FDR”) or the regularization
loss function (“RCFL w/o RLF”) is removed, the success rate of the adversarial attacks significantly decreases,
as shown in Fig. 7a. This indicates that the frequency domain regularization and the regularization loss
function play a key role in enhancing the adversarial transferability. Although the proposed method acquires
a small additional computational overhead (Fig. 7c), the latter is reasonable considering its significant impact
on the improvement of the transferability of the adversarial examples.

(3) Comparison between different regularization strategies
This section presents a comparison between regularization strategies allowing us to study their impact

on the adversarial transferability of the model. In the conducted experiments. The L1, L2, and Dropout
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are used as regularization methods. The obtained results shown in Fig. 7b, compared with the proposed
RCFL method, the success rate of adversarial attacks decreased after applying the aforementioned regular-
ization methods. This indicates that the frequency domain regularization and regularization loss function
underlying the RCFL method play a crucial role in enhancing the adversarial transferability of the model.

Figure 7: Comparison of attack success rates and time consumption of different attack and regularization methods.
(a) shows the attack success rates of different algorithms on different models in the ImageNet dataset. (b) shows the
attack success rates of different regularization methods on different models in the ImageNet dataset. (c) shows the time
consumption of different methods at different iteration counts on the CIFAR-100 dataset

(4) Time performance analysis of the RCFL method
In the proposed method, the regularization mechanism requires additional processing of the feature

space, which increases the computational load during iterations. To quantify this increased computational
burden, the running time required to generate adversarial examples for different methods using the CIFAR-
100 and ResNet18 models under the same hardware environment with 60 iterations, is recorded and
compared with the MIM, DIM, and PGN traditional methods that do not introduce regularization. The
experimental results are shown in Fig. 7c. It can be seen that the running time of the RCFL variants (i.e.,
MIM-RCFL, DIM-RCFL, and PGN-RCFL) is higher than their corresponding baseline methods, which
demonstrates that the introduced regularization computation increases the running time.

However, the additional computational overhead introduced by the RCFL method is still within an
acceptable range, and it has a small impact on practical applications. This demonstrates that, although the
computational load is increased, the RCFL method has significant advantages in enhancing the transferability
and increasing the attack effectiveness of adversarial examples. Therefore, this study believes that the balance
between the performance improvement of the RCFL method and the computational overhead is reasonable,
and the proposed method can be effectively used.

(5) Logits analysis of adversarial example generation
The outputs of the model during the generation of adversarial examples are studied to further demon-

strate that the proposed method can enhance the transferability of the adversarial examples. The output
logarithmic values for all 10 iterations are recorded, the maximum logarithmic value for each image is labeled,
and those of the 1200 validation images are then averaged. The obtained results are shown in Fig. 8a,b.

It can be seen that the performances of the same model for various algorithms are different. This is due to
the fact that the MIM, DIM, and proposed RCFL, have different characteristics when generating adversarial
perturbations. The MIM and DIM methods focus on specific adversarial perturbation generation, while the
RCFL method is able to achieve more balanced prediction outputs by introducing regularization constraints.
In addition, the performances of different models for the same algorithm are inconsistent. This is mainly due
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to the different internal structures and parameters of ResNet18 and Inception-v3, which affect the generation
and transferability of the adversarial examples.

Figure 8: The iterative variation figure of the maximum logits mean of the model under different algorithms (MIM
and DIM, as well as MIM-RCFL and DIM-RCFL). (a) The change in the maximum logits mean of Inception-v3. (b)
The change in the maximum logits mean of ResNet18

Specifically, the results in Fig. 8a,b show that the largest logits in the predicted categories first decrease
rapidly at the beginning, yielding at this point the model cannot correctly categorize the input images with
high confidence, i.e., the adversarial attack has achieved good results.

However, as the iterations progressed, the logits values started to increase, this indicates that adversarial
examples can make the model misclassify with high confidence, which demonstrates that overfitting occurs
in the surrogate model, and the adversarial examples are difficult to transfer to other black-box models. The
proposed regularization constraint method effectively solves this problem by limiting the maximum logits of
the predicted categories within a lower range. This restriction makes the predictions of the white-box model
more balanced in all the categories and prevents the generated adversarial examples from overfitting the
surrogate model. This leads to a better transfer of the adversarial examples to other black-box models.

5 Conclusion
This paper proposed a method for generating adversarial examples based on the RCFL technique. This

method applies frequency domain and loss function regularizations. The frequency domain regularization
aims to suppress low-frequency components. The loss function regularization plays a crucial role in
attenuating the high-frequency components within these adversarial perturbations and finding the optimal
transfer direction. The proposed approach for the generation of adversarial examples at the feature layer
output allows the RCFL method to modify the adversarial examples produced by classical transfer attack
algorithms using the regularization loss function. This method achieves better transferability towards black-
box models. Extensive experiments are then conducted on the ImageNet, CIFAR-100, and Stanford Car
datasets to demonstrate the high effectiveness of the proposed method in generating transferable adversarial
examples. Although the proposed method is effective, it requires a higher computational load compared
with traditional methods. In future work, the proposed algorithms will be optimized to reduce the resource
consumption. Furthermore, the scope of this study will be expanded from images to text and audio content
in order to tackle more diverse application scenarios.
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