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ABSTRACT: In recent years, the country has spent significant workforce and material resources to prevent traffic
accidents, particularly those caused by fatigued driving. The current studies mainly concentrate on driver physiological
signals, driving behavior, and vehicle information. However, most of the approaches are computationally intensive
and inconvenient for real-time detection. Therefore, this paper designs a network that combines precision, speed and
lightweight and proposes an algorithm for facial fatigue detection based on multi-feature fusion. Specifically, the face
detection model takes YOLOV8 (You Only Look Once version 8) as the basic framework, and replaces its backbone
network with MobileNetv3. To focus on the significant regions in the image, CPCA (Channel Prior Convolution
Attention) is adopted to enhance the network’s capacity for feature extraction. Meanwhile, the network training phase
employs the Focal-EIOU (Focal and Efficient Intersection Over Union) loss function, which makes the network
lightweight and increases the accuracy of target detection. Ultimately, the Dlib toolkit was employed to annotate 68
facial feature points. This study established an evaluation metric for facial fatigue and developed a novel fatigue detection
algorithm to assess the driver’s condition. A series of comparative experiments were carried out on the self-built dataset.
The suggested method’s mAP (mean Average Precision) values for object detection and fatigue detection are 96.71%
and 95.75%, respectively, as well as the detection speed is 47 FPS (Frames Per Second). This method can balance the
contradiction between computational complexity and model accuracy. Furthermore, it can be transplanted to NVIDIA
Jetson Orin NX and quickly detect the driver’s state while maintaining a high degree of accuracy. It contributes to the
development of automobile safety systems and reduces the occurrence of traffic accidents.
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1 Introduction

Road accidents have increased in frequency, with fatigued drivers accounting for a significant share of
all incidents [1]. According to a report, 48% of all traffic accidents in China are caused by fatigued driving,
resulting in over 60,000 injuries and fatalities as well as nearly $100,000 in economic losses [2]. According
to a survey conducted by the American Automobile Association’s Traffic Safety Foundation, the fatality rate
due to fatigued driving reaches 21% in the United States [3]. In general, traffic accidents caused by stressful
driving are also countless worldwide [4].

There are three types of detection methods for fatigue driving so far, which are used in different
scenarios:
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(1) Detection based on the vehicle violations and abnormal behaviors. In order to determine the vehicle
offset location, Chen et al. [5] developed a Driver Behavior Monitoring and Warning (DBMW) model
that uses an image sensor to continually identify the lane lines to be monitored and computes the power
spectral density of lane departure. One popular technique for identifying driver fatigue is the steering
angle. For instance, McDonald et al. [6] used unfiltered steering wheel angle data and a random forest
algorithm to develop a unique method for detecting lane departure behavior associated with tiredness. Using
variables including steering wheel, speed, lateral position, and reaction time as input characteristics in a
driving simulator, Tango et al. [7] employed several data mining algorithms to evaluate the driver’s driving
distraction. Despite the non-contact benefit of vehicle-parameter-based detection technology, the high
development costs of numerous hardware monitoring devices and computer support hinder its advancement
and promotion.

(2) Method of detection based on the physiological characteristics [8]. The physiological character-
istics of drivers refer to the finger pulse, EEG (Electroencephalogram) signal, ECG (Electrocardiogram)
signal, and EOG (Electrooculogram) signal, etc. [9]. In order to identify driver fatigue, Peng et al. [10]
proposed a method for constructing a Spatial-Temporal Convolutional Neural Network (STCNN) and
extracting multiple features from EEG signals. Despite its relatively high accuracy, the driver is required to
utilize pertinent physiological indicator detection equipment, which may impede the driver’s comfort and
cause inconvenience.

(3) Deep learning and machine vision-based detection technique [11]. The method is based on the key
point detection of the driver’s face, which refers to the use of algorithm technologies such as face detection
and facial feature point localization in machine vision that are dependent on the driver’s facial image obtained
through image sensors like cameras [12]. The driver’s facial changes, such as eyes and mouth opened or closed,
as well as the angle of the head tilt, are extracted and analyzed. On this basis, determining whether the driver
is fatigued [13-16]. With the increasing popularity of artificial intelligence, many target detections have begun
to use deep learning. For instance, Zhang et al. utilize facial key points to extract facial status images. In
general, to ascertain the level of fatigue, the image coordinates with labeled feature points are extracted and
analyzed by the neural network [17-19]. A fatigue driving detection technique for embedded devices based on
lightweight YOLOvV5s was proposed by Qu et al. [20]. To lessen the effect of poor environmental adaptability
in fatigue detection, Zheng et al. used the ShuffleNet neural network for driver face recognition [21]. Ma
et al. employed the Facenet network model for feature extraction from faces, and developed a new deep
learning-based algorithm for driver fatigue detection building upon the SSD (Single Shot MultiBox Detector)
algorithm [22]. Researchers prefer this approach since it is low-cost and convenient; moreover, it does not
require contact.

With the advancement of artificial intelligence and deep learning, neural networks have been widely
applied to fatigue driving detection [23]. Although neural networks bring many benefits to image processing,
these networks are becoming increasingly complex as they get bigger. Consequently, the hardware resources
needed for training and prediction are steadily rising. As a result, only servers with a lot of processing
power can execute some deep learning neural network models. Complex deep learning network models are
challenging to operate on mobile devices due to hardware and processing power constraints. In recent years,
to meet the demands of embedded device models, an increasing number of researchers have been engaged
in the task of model lightweight. Jiang et al. [24] put forward a Dual 3D Convolutional Network (D3D) for
real-time action recognition. Although the fast path lowers the computational complexity, the dual-path
structure is still more complex than the single path, resulting in weak real-time performance. Yi et al. [25]
proposed a high-performance gesture recognition method based on time modeling, whose core idea is to
disassemble traditional 3D convolution into a more lightweight spatiotemporal modeling strategy. However,
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time modeling strategies might not be capable of capturing complex or fine-grained action patterns well,
such as slow eye closing, which has limitations in feature extraction. Xu et al. proposed a lightweight network
named MobileNetv3 for feature extraction as a backbone while ensuring the model’s accuracy [26,27]. The
method in this paper builds on this foundation and is able to meet the basic needs of embedded devices. It
enables long-term detection with high accuracy and speed.

The driver’s state detection method based on facial features operates by analyzing facial images and
extracting key features. Changes in the state of the eyes or mouth are used to assess the driving condition.
This non-invasive approach does not have direct contact with the human body and interferes with normal
driving, offering a convenient way to monitor the driver’s state. Currently, fatigue driving detection faces
two main challenges: (1) The accuracy of algorithm detection is not high; (2) Large model sizes with high
computational demands, making practical implementation difficult. This paper uses YOLOVS as the basic
framework. First of all, it is combined with MobileNetv3 to replace its backbone, which greatly reduces the
network’s structural layers. CPCA is introduced so that the network effectively extracts spatial relations and
retains the channel prior, focusing on the important regions in the image. This approach not only improves
feature extraction but also reduces computational load and model parameters. Secondly, to increase speed
and accuracy, the original CloU (Complete Intersection over Union) loss function is replaced with the
Focal-EIOU loss function [28]. Lastly, the Dlib toolbox is used to label the facial feature points following
YOLOM-Net (YOLOv8-MobileNetv3) face recognition. In order to calculate the values of MAR (Mouth
Aspect Ratio) and EAR (Eye Aspect Ratio), the coordinates of the human mouth and eye are taken from
the 68 feature points that have been identified. In order to ascertain the driver’s state, the novel technique
presented in this research combines these measures. As far as we know, the proposed model reduces
parameter count for faster computation while improving the accuracy and speed of face fatigue detection.
Besides, it effectively meets the demands of real-time applications and shows great potential for widespread
use in fatigue driving detection.

In summary, the contributions of this study are as follows:

(1) A neural network-based detection approach for lightweight face fatigue is proposed, in which the
MobileNetv3 network is introduced to substitute the CSPDarkNet (Cross Stage Partial Darknet)
of the original YOLOvV8 backbone. Moreover, in order to satisfy the demand for real-time detection,
the traditional convolutional model is changed into a depth-wise separable convolution to reduce the
amount of computation and the number of parameters.

(2)  The backbone network incorporates channel-prior convolutional attention. Specifically, the ability of
the convolutional operation is improved by the inclusion of a multi-scale structure to capture spatial
relations. As a result, the network may improve its feature extraction capabilities and dynamically
distribute weights in both the channel and spatial dimensions. Additionally, it also efficiently captures
important facial information.

(3) The loss function of the bounding box optimization model is introduced as Focal-EIOU, which
increases the model’s rate of convergence and boosts facial feature recognition accuracy. This approach
can effectively balance disequilibrium between the categories of high-quality samples (human face)
and low-quality samples (no human face) in the process of face detection.

(4) A novel multi-feature fusion detection technique for fatigue driving is developed to precisely evaluate
the fatigue level of drivers by calculating the mouth-eye aspect ratio value.

After providing an overall introduction to this article, the various parts of this paper have also
been summarized. The second part is the method part, which introduces YOLOvV8 and the lightweight
network MobileNetv3, including feature point location and fatigue judgment methods. The third part is the
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experimental part. This article compares recent methods based on object detection speed, detection accuracy,
and the speed and accuracy of fatigue detection. The fourth part makes a summary and outlook.

2 Proposed Methodology

The method consists of three parts. First is face positioning, a real-time camera captures the original
image of the driver’s face. Since neural networks are highly convenient in the field of target detection, we apply
YOLOM-Net for real-time face positioning and face detection in various lighting and complex environments.
The second part involves verifying the positions of feature points after face recognition by using YOLOM-
Net. Then, facial feature points are annotated by using the Dlib toolkit. Next, an algorithm is created to
extract the coordinates of each feature point in the picture. By using the acquired coordinates, the aspect
ratio of the driver’s lips and eyes is computed. Lastly, fatigue is assessed based on whether the mouth and
eyes parameters are higher or lower than the threshold value. During the procedure, the multi-feature fusion
approach is used to determine the driver’s level of weariness. I'ig. 1 shows the recommended approach in the
flow chart of this work.
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Figure 1: Overall structure diagram of fatigue detection method
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2.1 Network Structure
2.1.1 Face Detection Network

At present, the classical target detection methods mainly include the single-stage and the multi-stage
methods. The single-stage methods perform target detection with a single feature extraction step, offering
faster detection speeds but generally lower accuracy compared to multi-stage methods. To meet the need
for high detection speed, this paper adopts the YOLO (You Only Look Once) series algorithm. The core
principle of YOLO involves inputting an image, processing it through a neural network, and obtaining
both the bounding box positions and their corresponding categories. It is a one-stage target detection
network favored because of its fast detection speed and easy realization. Three scale detection layers are
used by the sophisticated object identification model YOLOvV8 to handle items of various scales, taking into
account the multi-scale nature of things. However, due to the limited computational capabilities of mobile
devices, the model detection is slow and the face detection accuracy is low for complicated backdrops.
This study uses YOLOVS as the foundation model and optimizes it in terms of the loss function, attention
mechanism, and backbone network in order to solve the aforementioned issues. In Fig. 2, the network
structure is displayed.

The three essential components of this paper’s network structure are the head, neck, and backbone.
Based on the use of MobileNetv3 as the paper’s backbone network, the CPCA attention mechanism is
presented. MobileNetv3 begins with the CBN (Convolutional and Batch Normalization) module, which
primarily consists of the H-switch activation layer, Batch Normalization layer (BN), and convolutional
layer. Specifically, H-switch, a nonlinear activation function, lowers computation, which contributes to the
network’s increased inference speed. MobileNetv3’s fundamental module, Bneck, is primarily implemented
using residual connections, Squeeze and Excitation (SE) channel attention mechanisms, and Depth-Wise
separable convolution (DW). The network undergoes a 1 x 1 convolution operation to achieve dimension
upgrading, followed by a 3 x 3 depth-wise separable convolution to keep the number of channels unchanged.
The SE attention mechanism focuses solely on the channel dimension, limiting its ability to capture attention
in the spatial dimension. This constraint hinders its effectiveness in handling global context dependencies
and channel-space relationships. As a consequence, this paper adds a CPCA mechanism at the end of
the backbone network, which integrates channel attention and spatial attention to extract spatial relations
while efficiently preserving channel a priori information. The SPPF (Spatial Pyramid Pooling Framework)
structure features a residual design with three consecutive maximum pooling layers. The convolution kernel
is uniformly set to 5 x 5, and the results are concatenated, combining both the pre-pooling and post-pooling
outputs. It not only reduces the computational amount but also combines the outputs of each layer, ensures
the multi-scale fusion at the same time, as well further increases the receptive field.

The Neck plays a connecting and fusing role, connecting the feature extraction parts at different depths
and fusing these features as a way to obtain richer feature information that can make the detection head better
for the regression task. The C2f (Faster Implementation of CSP Bottleneck with 2 convolutions) module is
used in Neck. In particular, the C2f module adds extra layer-hopping connections, removes the convolution
operation from the branches, and adds the Split operation to enhance the feature map information in order
to branch the tandem Bottleneck modules across layers. A convolution module, a normalization layer,
and an activation function SiLU (Sigmoid-Weighted Linear Unit) make up the Conv module. The SiLU
activation function curve is better appropriate for situations when more input information must be retained
because it is smoother when it approaches zero than the Leaky ReLU (Leaky Rectified Linear Unit) activation
function curve.
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Figure 2: The network structure of YOLOM-Net
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2.1.2 Feature Extraction Network
(1) MobileNetv3

This paper uses the Bneck module of MobileNetv3 to construct a feature extraction network, fur-
thermore, integrates efficient Point-wise and depth-wise convolution modules in the Bneck. Compared
to CSPDarknet, this results in significantly fewer convolutional layers in the network while reducing the
computational complexity of the model. The difference between depth-wise separable convolution and
standard convolution is shown in Figs. 3 and 4.

Figure 3: Standard convolution operation

Depth-wise convolution Point-wise convolution

liw

Figure 4: Depth-wise separable convolution operation

A. Standard convolution

The original image is in RGB (Red, Green, Blue) format with three channels, which is equivalent to a
three-dimensional picture. As shown in Fig. 3, when the input picture format is 6 x 6 x 3, and then through
the filter window size is 3 x 3 x 3. In this case, the resulting output image size is 4 x 4 x 1.
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B. Depth-wise separable convolution

For ordinary convolution, assuming the input feature map size is 6 x 6 x 3, the convolution kernel size
is 3 x 3 x 3, and the required computation is 6 x 6 x 3 x 3 x 3 x 3 = 2916. As shown in Fig. 4, the depth-wise
separable convolution divides the required computation into two parts. In the first part, for the depth-wise
convolution, the required computation is 6 x 6 x 3 x 3 x 3 = 972. In the second part, the calculation required
for the point-by-point convolution part is 1 x 1 x4 x 4 x 3 = 48. In contrast, the number of calculations

d: 6x6x3x3x3+1x1x4x4x3 _ 1020

is reduce = . MobileNetv3 uses separable convolution to reduce the amount of
6x6%x3%x3%x3x%3 2916

calculation by 8 to 9 times.

The main differences between standard convolution and depth-wise separable convolution are shown

in Table 1.
Table 1: Comparison table of standard convolution and depth-wise separable convolution
Parameter Standard convolution Depth-wise separable convolution
Floating-point operations per second 2916 1020
Parameter quantity 81 39

Computation reduction ratio - 0.349
Parameter reduction rate - 0.48
Calculated acceleration ratio 1x 2.87x

MobileNetv3 as a lightweight network, combines the advantages of MobileNetvl and MobileNetv2.
The depth-wise separable convolutions were introduced by the MobileNetvl model, the inverted residual
with linear bottleneck were introduced by the MobileNetv2 model. On the image dataset, the accuracy of
MobileNet3 and VGG-16 (Visual Geometry Group 16-layer network) is almost the same, but the parameter
amount is 1/32, and the calculation amount is only 1/27.

(2) Channel prior convolutional attention

The MobileNetv3 network structure can handle complex problems more efficiently during feature
extraction. Nevertheless, the SE attention mechanisms do not capture attention in the spatial dimension;
instead, they only take into account attention in the channel dimension. There are problems with the
dimensionality reduction operation in SE, which can seriously interfere with the prediction of channel
attention and negatively affect it. Therefore, in this paper, in order to improve the model’s detection
accuracy while maintaining sufficiently lightweight. CPCA is introduced in this research to include two
analysis dimensions: spatial attention and channel attention, together with a multi-scale deep convolution
module. Fig. 5 displays the network structure diagram.
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Figure 5: CPCA network structure diagram

2.1.3 Loss Function

The loss function of YOLOvV8D primarily comprises regression loss and classification loss. The regres-
sion loss encompasses CloU loss and DFL (Distribution Focal) loss, while the classification loss is VFL
(Varifocal) loss. As shown in Eq. (1):

L=Lypr +Lcrou +Lprr 1

The bounding box loss function used by YOLOVS is CIoU loss. Based on the Intersection Over Union
(IOU) loss, this function considers and adds the aspect ratio of the edge lengths, the distance from the center
point, and the overlapping area of the bounding box regression as the penalty term factor. CIoU loss which
is defined as shown in Eq. (2):

2
p* (b, b)) v )

LCIOUZI—IOU+ 3
C

CloU loss uses relative ratios of the width and height of the target frame rather than the direct values
of width and height. Aspect ratios can be used to describe the relative relationship between the width and
height of an object. However, due to factors such as their relativity and the failure to consider the difficult
sample balance issue, it may produce a certain degree of ambiguity and bias. Therefore, based on L¢j,y, this
paper uses the Focal-EIOU loss function as the border loss function of YOLOVS.

Traditional IOU loss functions might treat simple and difficult samples identically, resulting in the
necessity of more complex network structures to handle all samples. Focal-EIOU mitigates the influence
of simple samples on network training through an automatic weighting mechanism, thereby reducing
the requirement to learn unnecessary features by concentrating on difficult samples for the same task.
Meanwhile, the optimization of the center point offset and aspect ratio of the target frame is introduced.
The more precise bounding box regression decreases the generation of redundant frames and lowers the
complexity of post-processing. The model can attain the same prediction accuracy with fewer parameters.
The loss function formula used in this paper is shown in Eq. (3):

Lrocal-grou = IOU" Lgrou (3)
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Lgjoy is defined as shown in Eq. (4):

p* (b, b8")  p*(w,w8') p*(h,h3")

Lgrov = Liou + Lais + Lasp =1-10U + )+ ()2 ()2 + (h)?

(4)

Enhancement based on two classical functions, Focal loss, and EIOU loss, yields Focal-EIOU loss. In
particular, EIOU loss may efficiently maximize the target frame’s regression accuracy and matching degree,
whereas Focal loss concentrates on resolving the category imbalance issue. The benefits of these two loss
functions are combined in Focal-EIOU loss, and the y coefficient and IOU indicator are added to further
enhance model training and prediction. A parameter y is added to Focal-EIOU loss, causing the loss to
change as IOU increases. The loss is bigger when the IOU between the target and prediction frames is lower,
which encourages better model regression to the target frame and raises the accuracy of the regression. Focal-
EIOU loss enables models to learn key features more effectively by optimizing bounding box regression and
concentrating on difficult samples. By minimizing the reliance on complex network structures and resource

waste, the network becomes lightweight. The loss curve for the training process is shown in Fig. 6.

A Loss Curve
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Figure 6: The loss rate of model training changes

2.2 Feature Point Location

Following face identification and positioning with YOLOM-Net, we apply facial feature point posi-
tioning using Dlib. Numerous machine learning and image processing methods are available in the C++
open-source Dlib package. It is quick and easy because it is a pre-trained machine learning model that comes
with a trained model file that can be utilized immediately. Fig. 7 displays the localization of facial feature
points. Fig. 7a is the 68 key points of the face utilized in the detection of this article, and Fig. 7b is the position
of facial feature points through the DIib toolkit.
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(a)

Figure 7: Driver’s face feature point acquisition based on Dlib. (a) Dlib face feature; (b) Face feature point positioning
effect

2.3 Fatigue Judgment

The Carnegie Mellon Institute proposed the standard following numerous trials and demonstrations,
and all of the earlier methods used PERCLOS (Percentage of Eyelid Closure Over the Pupil Over Time) as
the standard to evaluate fatigue. Eq. (5) displays the PERCLOS calculation formula.

Eye closed frames

PERCLOS = x 100% (5)

Total number of frames in the detection period

The closure judgment technique states that the eye is closed when the eyelid covering the pupil is
more than 70%. The percentage of time spent with the eye closed is then calculated within a given time
frame. However, this method is highly dependent on the eyelid-pupil coverage, which can result in imprecise
measurements. To overcome this problem, this paper presents two characteristic variables: EAR and MAR,
which will enhance the algorithm’s performance. The pupil size is determined using the elliptical fitting
approach, whereas these two feature vectors may be produced by algorithms. By evaluating the ellipse’s long
and short axes, the MAR and EAR are computed. In this article, EAR is intended to be measured and averaged
independently for the left and right eyes. Determine whether the eye length-to-width ratio is higher than the
threshold value for each video frame. Based on this, 0.2 is the experimentally determined EAR cutoff value.
EAR is defined as shown in Eq. (6):

EAR - llp2 = psll +[lps — psl|
2||p1 = pall

(6)

The coordinates of the left eye of the face are 37 to 42, and the coordinates of the right eye are 43 to 48.
The coordinates of the left and right eyes correspond to P1 to P6, respectively. The meaning of P, is shown
in the Fig. 8a.



5006 Comput Mater Contin. 2025;82(3)

(b)

Figure 8: Schematic of key points for the eyes and mouth. (a) Key points of the eye; (b) Key points of the mouth
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The second parameter is the MAR, this vector is used to judge the degree of mouth closure. The
definition of this parameter is similar to EAR, and the threshold of MAR was experimentally set at 0.5. It is
defined as shown in Eq. (7):

MAR — lp2 = psll + 11ps = psl| )
2||p1 = pall

Using the vertical coordinates of 51, 53, 57, and 59, with the horizontal coordinates of 49 and 55 in the
face key-point map, where the 49 and 55 coordinates correspond to P1 and P4, respectively, and the 51, 53,
57, and 59 coordinates correspond to P2, P3, P4, and P5, respectively. The meaning of P, is shown in Fig. 8b.

The facial feature points are initially found using the processed face image and the DIib tool library. The
coordinates of the mouth and eyes are then ascertained from the positioned feature points. The values of
EAR and MAR are determined by the algorithm. Add 1 to the Ecount counter or 1 to the Mcount counter if
the computed EAR value < 0.2 or the MAR value > 0.5 in three consecutive frames. The present driver is
considered fatigued when the Ecount number hits 50 or the Mcount value hits 30. Fig. 9 displays the fatigue
algorithm flowchart used in this work.

3 Experiment and Analysis
3.1 Experimental Environment and Datasets

The detected algorithm model is implemented on an AMD (Advanced Micro Devices, Inc.) Ryzen 7
7840H processor with x64 architecture, and the CPU (Central Processing Unit) is clocked at 3.80 GHz. The
graphics card is NVIDIA GeForce RTX (Ray Tracing Texel eXtreme) 4060. The programming environment
for the implemented algorithm is Python 3.7, and the OpenCV computer vision software library is used. The
following Table 2 describes the specific parameters.

Table 2: Development environment parameters

Parameter Parameter value
System environment Windowsll
CPU AMD Ryzen7 7840H
Clock frequency 3.80 GHz
GPU (Graphics Processing Unit) NVIDIA GeForce RTX 4060

Development language Python3.7

IDE (Integrated Development Environment) PyCharm
The computer vision software library OpenCV

The public dataset Helen FACE is used in the experiments. This dataset contains 2330 face pictures.
At the same time, this article also uses the public dataset 300 W, which contains 300 indoor pictures and
300 outdoor pictures. 300 W covers a wide range of different types of images such as identity, expression,
lighting conditions, pose, occlusion, and facial size, which helps to improve the robustness of model training.
These pictures are applied to detect the accuracy of the model. However, these datasets contain various face
pictures, and clear information about the fatigue state is hard to obtain from them. Therefore, to ensure
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that our network can judge the driver’s status, self-made datasets are needed to display the state information
of fatigue.

In this paper, a total of 3000 images were gathered through the camera in the actual driving environment.
The self-made dataset encompassed 6 drivers, consisting of 3 males and 3 females. The self-made dataset,
Helen FACE, and 300 W dataset were integrated, amounting to a total of 5930 images. The dataset was divided
into the training set, verification set, and test set at a ratio of 6:2:2. There were 3558 pictures in the training
set, 1186 pictures in the verification set, and 1186 pictures in the test set. Fig. 10 shows the dataset we used.

I I
: annotation 2021/10/17 17:32 :
: helen_1 2012/10/8 4:42 :
(a) I helen 2 2012/10/8 4:43 |
I - I
: helen_3 2012/10/8 4:43 :
I I
I I
I I
I I
I I
I I
I I
I I
300w _test 2015/11/18 21:41
300w _train 2015/11/18 22:05
300w _val 2015/11/18 22:30
annotation 2012/10/8 5:36

|
I
I
|
|
|
|
I
(b) |
|
|
|
|
|
I
I
|

| |
| annotation 2023/9/17 19:37 |
| |
| test_1 2023/9/17 19:37 |
| |
| train_1 2023/9/17 19:37 |
| |
: val_1 2023/9/17 19:38 :
(c) | |
| |
(M ¥ |
| |
| |
| |
| |
| |

Figure 10: Sample images of datasets. (a) Helen FACE. (b) 300 W (c) Self-made dataset
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3.2 Model Evaluation Index
(1) Precision
The so-called accuracy is used to measure the accuracy of the network’s detection results. The specific

expression is shown in Eq. (8):

TP(True Positive)
TP + FP(False Positives)

percision = x 100% (8)

(2) Recall

The number of accurate forecasts as positive examples divided by the total number of positive instances
is known as the recall rate. The specific expression is shown in Eq. (9):
TP

1= 100%
reca TP + FN(False Negatives) * ° ©)

(3) EPS

In object detection tasks, FPS represents the number of images the model can process and recognize
per second. A higher FPS indicates that the model can analyze images and produce detection results more
quickly, reflecting improved detection speed.

(4) FI-Score

Precision and recall are weighted averages that make up the Fl-Score. Precision measures the model’s
ability to correctly identify positive samples while avoiding false positives, whereas recall assesses its ability
to detect all actual positive samples. The two are combined to get the F1-Score, and a higher F1 value indicates
a more robust model. The specific expression is shown in Eq. (10):

2 x precision x recall
F1=-*P

i x 100% (10)
precision + recall

(5) mAP

mAP offers a unified evaluation criterion that enables the performance of diverse models to be
compared. If the IOU threshold for AP (Average Precision) values of a single category is set at 0.5, mAP is
the average of AP values across all categories. AP and mAP are calculated as follows in Eqs. (11) and (12):

_ folp (r)dr

AP 1 (11)
Y (ri = 1) pin
Zf:l AP;

mAP = = (12)

3.3 Ablation Experiment

To verify the effectiveness of the enhanced methods in the fatigue driving recognition algorithm
presented in this paper, several groups of ablation experiments with different combinations of improved
methods were designed. The training parameters and optimization strategies for each group of experiments
were kept exactly the same. The same dataset images were utilized to train and test the enhanced models
with different combinations, while the results were compared and analyzed. The test results are presented



5010 Comput Mater Contin. 2025;82(3)

in Table 3, where “v” indicates that a particular improved method was used in a given group of experiments,
while “x” indicates that it was not used.

Table 3: Ablation experiment

Basic model MobileNetv3 CPCA Focal-EIOU Precision Recall F1 FPS

94.27 95.42 9484 32
92.38 94.46 93.40 45
95.46 96.29 95.87 43
97.92 9453 96.19 47

YOLOVS

NN X
A XX
N X XX

As observed in Table 3, upon introducing MobileNetv3 as the backbone network into the original
YOLOVS network, the recall rate of the model remained nearly unchanged, while the accuracy declined to
some extent. Simultaneously, the speed of model detection was significantly enhanced, indicating that the
number of model parameters can be effectively reduced by employing MobileNetv3. After incorporating
the CPCA attention mechanism, the model’s accuracy improved, suggesting that the attention mechanism
strengthens its feature extraction and expression capabilities. Finally, when the model was trained by
replacing the original CIoU loss with the Focal-EIOU loss, it achieved the optimal recognition performance
with an accuracy of 97.92 and FPS of 47. At this time, the model can precisely and rapidly determine the
fatigue state of the driver.

3.4 Target Detection Comparison Experiment

To verify the effectiveness and performance of this algorithm, we conducted a comparison of several
models in the field of object detection. The selected comparison methods include commonly used target
detection algorithms such as SSD, RetinaNet, DETR (DEtection TRansformer), YOLOv5, YOLOv7, and
Faster R-CNN (Region-based Convolutional Neural Network). This paper trained, validated, and tested
seven models using a combination of 4930 datasets, including the public 300 W dataset, the Helen dataset,
and our own dataset. The detailed results are shown in Table 4. It is clearly observable that our model
surpasses other models in terms of mAP values, recall rates, and F1 values. Meanwhile, YOLOM-Net
possesses the fewest parameters and the fastest detection speed of 47 FPS. All in all, our algorithm can satisty
the expected requirements in terms of both accuracy and speed.

3.5 Fatigue Detection Comparison Experiment

In this paper, six novel approaches in the domain of fatigue driving detection are selected and compared
using datasets under identical parameter settings. ShuffleNet, a lightweight convolutional neural network
architecture, is combined with Dlib to determine driver fatigue. SSD can be predicted directly through only
one forward propagation, when integrated with the Facenet algorithm, the driver’s status can be determined.
MTCNN (Multi-Task Convolutional Neural Network) is a multi-task cascade convolutional neural network
that can be employed to rapidly detect fatigue states. The Long Short-Term Memory (LSTM)+DIlib method
detects the fatigue state of drivers via facial feature point extraction (Dlib) and time series analysis (LSTM).
YOLOvV5 and YOLOvV7 are commonly utilized fatigue detection methods. The comparative experimental
results are presented in Table 5.
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Table 4: Object detection model experiment comparison results

Method mAP (%) Recall(%) FPS F1  Parameter quantity

Faster R-CNN 91.26 86.06 15 91.03 136.81 M
SSD 89.02 92.38 33 90.05 2441 M
RetinaNet 89.83 92.29 21 90.36 46.5M
DETR 83.42 80.07 15 85.15 66.7 M
YOLOV5 96.48 92.56 38 95.44 723 M
YOLOv7 90.37 81.23 42 87.82 6.08 M
Our model 96.71 94.53 47  96.19 2.64 M

Table 5: Fatigue detection model experiment comparison results

Method mAP (%) Recall (%) FPS F1 Parameter quantity

ShuffleNet 90.71 85.32 15  90.04 2796 M
Facenet + SSD 86.53 90.27 32 88.50 19.58 M
MTCNN 87.86 88.65 33 88.64 147 M
YOLOV5 93.16 91.63 38 9511 723 M
YOLOV7 89.42 85.66 42 90.59 6.08 M
LSTM + Dlib 85.39 90.13 26 8771 25.06 M
Our model 95.75 96.59 47 9744 2.64 M

As presented in Table 5, the mAP of ShuffleNet is higher, yet its detection speed is slower. Both Facenet
+ SSD and MTCNN have a faster detection speed, but the model performance is significantly lower than
that of other algorithms. The mAP value and speed of the YOLOV5 algorithm model are both relatively fast,
but the effect is still not as good as that of the algorithm proposed in this paper. The accuracy and speed of
fatigue judgment of the YOLOvV7 and LSTM + Dlib detection methods are slightly lower than those proposed
herein. Consequently, the method devised in this paper is the most appropriate for real-time detection of
vehicle fatigue driving.

As depicted in Fig. 11, this paper also conducted a comparison of the F1 values for each method. Our
model achieved a great value of 97.44% on the dataset, surpassing the performance of other methods. This
indicates that the model presented in this paper outperforms other models in terms of performance and
yields superior results in fatigue detection.

3.6 Actual Scene Detection Experiments

Two approaches have been developed to further validate the efficacy of the model in detecting driver
fatigue under real-world conditions: video stream detection and real-time camera detection. The real-time
camera detection is simulated under safe road conditions at the actual site, while video detection utilizes
the Daytime public fatigue dataset and Night fatigue dataset to assess the accuracy of our model. The test
environment is illustrated in Fig. 12.
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Figure 11: Fatigue detection model experiment comparison results

Figure 12: Actual scene construction

This paper transplants the fatigue driving model developed on the computer side to the Jetson Orin NX
development component, making it capable of identifying fatigue driving behavior in real-time. The real-
time detection camera uses the Intel Depth Camera D435i, which consists of a vision processor and a D400

module, also high flexibility and scalability. The specific test results are shown in Fig. 13.

The figure shows that when the driver is fatigued, the number of blinks and mouth openings increases
significantly. When the threshold is exceeded, the system displays “SLEEP!!!” to determine that the driver
is fatigued.
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Figure 13: Effect picture of actual scene detection

3.7 Experimental Results

Based on the test findings, ROC (Receiver Operating Characteristic) curves are plotted in this research
to further assess the model’s performance. The performance of YOLOvV5 and YOLOM-Net is assessed using
AUC (Area Under Curve), which is the area of the ROC curve. The more accurate the model, the higher the
AUC value. Fig. 14 displays the receiver operating characteristic curves. The graphic shows that the region
encircled by the red curve, which stands for YOLOM-Net, is greater than that of YOLOv5, demonstrating
the superiority of our network recognition rate.

Additionally, current research indicates that when assessing binary classifiers on unbalanced datasets,
the PR (Precision and Recall) curve provides more information than the ROC curve, further illustrating the
effectiveness of various methods. As a result, this study displayed the PR curve using the accuracy and recall
of several comparison algorithms for tiredness judgment and face identification. The fact that YOLOM-Net
performs the best out of all the analyzed techniques is demonstrated in Fig. 15, indicating that our algorithm
has superior face identification, fatigue-driving judgment effect, and generalization capacity.
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Figure 15: Precision-Recall curves on two group experiments. (a) face detection; (b) fatigue detection

3.8 Application of Models

This paper also designed the GUI (Graphical User Interface) interface, as shown in Fig. 16. This GUI
interface contains two major functions: camera real-time detection and video stream detection. It can
implement single-point detection for the eye, mouth, and other parts, at the same time record the detection
time. You can also set the off-duty time, and the algorithm can complete its detection according to the set
time, without human control.
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Figure 16: Fatigue driving detection GUI interface

4 Conclusions

This study proposes a lightweight neural network called YOLOM-Net to extract the face area from a
complex background, which is used to accomplish face positioning. Meanwhile, the Dlib toolkit implements
the positioning of the facial feature point. After that, the designed algorithm of multi-feature fusion is used
to determine whether it is fatigued. In terms of object detection, it was compared with models such as Faster
R-CNN and YOLOVS. On the whole, the YOLOM-Net achieves better overall performance in terms of speed
and accuracy. At the same time, this provided method is compared with other methods in the field of fatigue
detection, such as MTCNN, LSTM + Dlib, Facenet + SSD and so on. On the other hand, it is more suitable
for real-time detection of automotive fatigue driving due to its fewer model parameters and fast detection
speed. Moreover, it can be transplanted to mobile devices such as Jetson Orin NX, solving the problem of
the calculation capacity and calculation speed of the current proposed model which is applied in real-time
driving monitoring or video detection. The algorithm also contributes to the development of automotive
safety assistance systems that effectively improve driver safety and prevent traffic accidents. However, this
method is currently unable to make a warning sound when driver fatigue is detected, it only gives an alert
on the screen. Therefore, it will be applied to hardware facilities such as single-chip microcomputers in the
future to remind drivers through sound.
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