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ABSTRACT: Incorporation of explainability features in the decision-making web-based systems is considered a
primary concern to enhance accountability, transparency, and trust in the community. Multi-domain Sentiment
Analysis is a significant web-based system where the explainability feature is essential for achieving user satisfaction.
Conventional design methodologies such as object-oriented design methodology (OODM) have been proposed for
web-based application development, which facilitates code reuse, quantification, and security at the design level.
However, OODM did not provide the feature of explainability in web-based decision-making systems. X-OODM
modifies the OODM with added explainable models to introduce the explainability feature for such systems. This
research introduces an explainable model leveraging X-OODM for designing transparent applications for multidomain
sentiment analysis. The proposed design is evaluated using the design quality metrics defined for the evaluation
of the X-OODM explainable model under user context. The design quality metrics, transferability, simulatability,
informativeness, and decomposability were introduced one after another over time to the evaluation of the X-
OODM user context. Auxiliary metrics of accessibility and algorithmic transparency were added to increase the
degree of explainability for the design. The study results reveal that introducing such explainability parameters with
X-OODM appropriately increases system transparency, trustworthiness, and user understanding. The experimental
results validate the enhancement of decision-making for multi-domain sentiment analysis with integration at the
design level of explainability. Future work can be built in this direction by extending this work to apply the proposed
X-OODM framework over different datasets and sentiment analysis applications to further scrutinize its effectiveness
in real-world scenarios.

KEYWORDS: Measurable; explainable; web-based application; object-oriented design; sentiment analysis; multi-
domain

1 Introduction
Web-based applications are critically important in the modern digital landscape because they provide

organizations with a means of attracting and retaining valued customers. For instance, these include
constructs for user recommendations [1], tools to help improve users’ decisions and levels of engagement
and satisfaction [2], and agents that could mine online reviews to extract valuable knowledge from
user-generated content [3]. Explainability in such web-based decision-making systems can help explain the
system’s generated recommendations [4]. In the last few years, explanations have come into evidence in
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recommender systems to enable better user comprehension, trust, and effective decision-making [5]. The
explanations provide a reason behind the recommendations, thus helping users evaluate suggestions in
domains such as e-commerce and social networking [6,7].

Explainability in web-based sentiment analysis systems includes high computation costs [8], sophisti-
cated model interpretation [9], problems of scalability, and design variations for individual users [10–12].
The rapid increase of web applications led to the increased demand for systems that could analyze and
interpret user sentiment across various domains. Most present systems for sentiment analysis emphasize
correctness and performance, while ignoring the importance of explainability [13,14]. This deficiency results
in systems that are effective but not readily interpretable by end-users, thereby limiting their practical utility
in decision-making processes.

Traditional object-orientated design methods (OODM), which include OODM [15], semantic web
(SW)-OODM [16], reverse (R)-OODM [17], and Secure (S)-OODM [18], have provided strong base design
for the construction of object-oriented based systems. Requirements of an object-oriented design are
given in [19]. In the existing literature, various studies [20–23] provided guidelines for implementing the
object-oriented design methodology in different domains, e.g., healthcare [24,25], university administrative
information system [26]. The studies [27–30] integrated explainability, while metrics for object-oriented
designs are discussed in [31,32]. However, existing studies lack the features of explainability in object-
oriented design methodology for a web-based multi-domain sentiment analysis application. Hence, there is
a need to propose an explainable framework that provides the interpretations in web-based multi-domain
sentiment analysis.

The Explainable Object-Oriented Design Methodology (X-OODM) [33] presented the constructs
for incorporating explainability features in web-based systems at the design level. This research extends
X-OODM for multi-domain sentiment analysis incorporation in web-based object-oriented designs. This
X-OODM for multi-domain sentiment analysis bridges the gap of X-OODM by providing models and
components of sentiment analysis that guarantee system transparency and directly impact user experience
and decision-making. The multi-domain sentiment analysis X-OODM provides reasons why a certain
sentiment classification has been made to make the system more trustworthy. The study uses a suite of
design quality metrics developed for the explainable model to evaluate the incorporation of X-OODM
for multi-domain sentiment analysis. These metrics are validated using a web-based application of multi-
domain sentiment analysis, which increases and quantifies the system’s explain ability. The findings show that
including these metrics early in the design process leads to applications that are transparent, trustworthy,
functionally robust, and user-friendly. Our X-OODM for multi-domain sentiment analysis improves the
design of web-based applications by incorporating components like transparency, reliability, trustworthiness,
and fairness. This makes decision-making processes more rational, understandable, and optimal for better
results. This framework with explainability characteristics establishes a new benchmark for future web-based
multi-domain sentiment application development.

The paper is organized as follows: the next section discusses related work, Section 3 covers the proposed
work and the metrics of the explainable model. Section 4 presents the results and discussion, and Section 5
concludes the paper.

2 Related Work
Object-oriented design methodologies (OODMs) have emerged as effective ways of developing web-

based applications, like e-commerce or social networking sites. OODMS provides a systematic structure
for designing large-scale, dynamic web applications that combine the complexity of navigation patterns
with sophisticated computational behavior. The Object-Oriented Hypermedia Design Method is one of
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the most famous approaches, which describes a structured procedure comprising the phases of conceptual
design, navigational design, abstract interface design, and implementation [34]. Rossi et al. [35] treat
web applications as views of conceptual models, applying abstraction primitives to design conceptual
and navigational structures. The application of OODMs allows developers to construct web applications
that scale, reuse, and are modular, and to properly manage the complex data structures necessary for
large applications.

2.1 Object-Oriented Design Methodology
Liang et al. [21] introduced the Design with Objects (DwO) method to enhance the computability,

reusability, and interchangeability of the same data of objects in modules. This method deals with electronic
assemblies and their problems regarding components. Abad Shah [15] created Object-Oriented Design
Methodology OODM for web applications; this is a combination of the waterfall software development
lifecycle and the activities of the web. OODM, however, did not apply all steps of the software development
lifecycle. Ghani et al. [17] proposed the Reverse Object-Oriented Design Methodology R-OODM whereby
designs of web applications are obtained using OODM design phase models and mapping XML schemas to
object databases, represented as graphs.

2.2 Secure Metrics of Object-Oriented Design Methodology
Kiewkanya et al. [22] emphasized a maintainability model in object-oriented design that focuses on

modifiability and understandability as the two desirable states of maintenance. They used metrics and
discriminant techniques to discern how maintainability correlates with structural complexity, which they
translated into scores using weighted sum and predicted level techniques. Arshad et al. [18] have enhanced the
OODM by the integration of security principles in the design, which incorporates the design phase because
there are no such concerns in the existing methodologies of OODM in web application development. S-
OODM is proposed and is tested at the design level, which is a secure object-oriented design methodology.
Similarly, Kadam et al. [23] adopted the security adoption for measuring and reducing risks of numerous
vulnerabilities; security guidelines were adopted at design time for improving security through security
metrics. Jangra et al. [24] provided the use of object-oriented databases in the attributes of health case
management systems, including re-design of structure for data and schema views, temporal data, and
multimedia data management. Mohapatra et al. [25] implemented an object-oriented methodology in a
cloud healthcare system to secure sensitive information, which increased modularity and flexibility. This
methodology results in greater collaboration and communication between the components of the system
due to the enhanced behavioral aspects. Nwokoro et al. [26] depicted the description of the object-oriented
analysis and design methodology applied for a university management system, citing that object relationship
increase efficiency in data retrieval with the functioning of the system.

2.3 Neural Representation Using Object-Oriented Design Methodology
Arulprakash et al. [27] conducted research on neural representation in explainable Artificial Intelligence

(AI) using scientific methods within object-oriented approaches; instead, teaching approaches based on
feature importance made it possible to reveal dependencies between weight and the distribution of loss. They
offered the main parameter with the possibility of extension to business parameters such as the function of
loss distribution computation. Geyer et al. [28], on the other hand, proposed a structural view in designing
the components of custom methods of machine learning based on explanations provided by the systems. To
deal with the black-box nature of these models, they carried out a component-based approach with the help
of systems engineering where the explanation of the models was evaluated qualitatively and quantitatively
relative to the component-based models.
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Furthermore, these works demonstrate the versatility and applicability of object-oriented approaches
in different areas, including web and cloud-based healthcare systems, explainable AI, or the systems of uni-
versity management that note enhancement of systems maintainability, security, and data well management.
Real-time studies or an application of these methodologies to bigger data sets and crowder more complex
applications are potential future work.

3 Proposed Work
In the proposed work, the OODM framework is modified by introducing the explainability features at

the design level for web-based multidomain sentiment analysis applications. The proposed X-OODM for
multidomain sentiment analysis design is given in subsection below followed by the proposed metrics at the
design level.

3.1 X-OODM for Multi-Domain Sentiment Analysis
X-OODM [33] extends OODM [16] and enhances web-based applications by emphasizing explainability

throughout the analysis and design phases, which leads to better decision-making. This affects existing design
approach models, such as the informational, navigational, operational, user interface, and component models
as shown in Fig. 1. Application of this integration improves the interpretation of the system by the user
towards the knowledge about web applications.

Figure 1: X-OODM framework for multidomain sentiment analysis
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It encompasses explainability in the various models in the system as can be elucidated by the multi-
domain sentiment analysis, which is depicted in Fig. 2. Various studies [27–30] reflect on the explainability
importance in compliance aspects with legal provisions which provide internal working of the application
related to regulations.

Figure 2: Design parameters for building explainable model for user context with proposed X-OODM multi-domain
sentiment analysis

3.2 X-OODM Design Quality Metrics for Multidomain Sentiment Analysis
We employed X-OODM to integrate the concept of explainability into web-based multi-domain

sentiment analysis applications by combining different components in user requirements. The important
components of a user-interactive model are operations, including transferability, informativeness, and
accessibility, whereas, for a transparent model, there is simulatability, decomposability, and algorithmic
transparency. All these models pass on every combined input into the explainable model so that every aspect
of the application is transparent.

3.3 Schema Representation of the Explainable Model of User Context for Multidomain Sentiment Analysis
Abstract graph of the explainable schema for building an explainable model of user context is defined

in Fig. 3 and the following terms are used in each layer of the model:
Ld : Lower Level Mb : Component Based Level
Ns : Base Model Level Op: Upper Model Level
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Pc : Application Based Level Qr : User Based Level

Figure 3: Abstract graph for components building of explainable model for multidomain sentiment analysis

The numbers including d, b, s, p, c, and r present the model and components that provide explainability
in web-based applications at the design level for building an explainable model of user context. Interaction
Graph ‘R’ is used to define the measurements related to the design quality of explainable. This graph further
denotes its vertices E(R), defined in Eq. (1).

E (R) = {Ue} ∪ {Vf } ∪ {Wg} ∪ {Xh} ∪ {Yi} ∪ {Z j} (1)

Here, 1 ≤ e ≤ d, 1 ≤ f ≤ b, 1 ≤ g ≤ s, 1 ≤ h ≤ p, and 1 ≤ i ≤ c the terms e, f, g, i, and j are integer numbers to
denote the Lower Level, Component-Based Level, Base Model Level, Upper Model Level, Application-Based
Level, and User-Based Level.

Table 1 depicts the bidirectional edges denoting more than one edge from the single vertex. Therefore,
different vertices are assigned to the edges using a unique symbol. Here, 1 ≤ e ≤ d, 1 ≤ f ≤ b, 1 ≤ g ≤ s, 1 ≤ h ≤
p, and 1 ≤ i ≤ c. The integers v, w, x, y, and z are the subscript of the edges which denoting the vertex number
of the respective edge such as α, β, δ, ε, and λ, where 1 ≤ v ≤ d, 1 ≤ w ≤ n, 1 ≤ x ≤ o, 1 ≤ y ≤ p, and 1 ≤ z ≤ q.
Whereas the edge number of each vertex Fm , Gn , Ho , Ip, and Jq used the subscript integers such as iv , iw , ix ,
iy and iz , which acts as a counter of the multiple edges.

Table 1: Bidirectional edges having more than one edge from the single vertex

Edge titles Starting node Edge level
αiv

v Component based level (Mb) Low level
βiw

w Base model level (Ns) Component based level

(Continued)
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Table 1 (continued)

Edge titles Starting node Edge level
δi x

x Upper model level (Op) Base model level
εi y

y Application based level (Pc) Upper model level
λi z

z User based level (Qr) Application based level

The defined edges are revolved in the following order:

αiv
v ∶ α1

1 , α2
1 , α3

1 , ,→ α1
v , α2

v , α3
v , . . . , αiv

v

In terms of interaction edges between the distinct vertices of the abstract graph, explainable compo-
nents, is described as follows:

Ex = {({αi′
i }εEx) ⊆ αiv

v } ∪ {({β
j′
j }εEx) ⊆ βiw

w } ∪ {({δk′
k }εEx) ⊆ δ ik

k } ∪ {({ε
l ′
l }εEx) ⊆

ε i l
l } ∪ {({λ

m′
m }εEx) ⊆ λ im

m } (2)

The defined explainable models are used to enhance the trust of user on the web-based applications
which further categorized into the subcomponents that are represented in Fig. 2.

3.4 Explainable User Interactivity Modulation for Multidomain Sentiment Analysis
User Interactive Model develops as a fundamental method that includes transferability, informativeness,

and accessibility. This model integrates individuals into the sentiment analysis process by implementing
domain-specific information and context through interactive interfaces and feedback mechanisms. Using
visualization tools and explanation interfaces, users may get explicit explanations for sentiment predictions,
which helps them grasp the analytic results.

3.4.1 Transferability
Transferability enhances the ability of the system to communicate information. It integrates the

attributes to provide domain-specific information for users to improve the model. The Eq. (3) presents the
transferability metrics, and the average impact of the transferability is achieved in Eq. (4).

Previous Metrics = σi Target Metrics = ∝i

Transferability Metrics = [∑ j
i=1 (
(σi− ∝i)

σi
∗ 100) εαi′

i ] (3)

Average Transferability Metrics =
[∑ j

i=1 (
(σi− ∝i)

σi
∗ 100) εαi′

i ]

n
(4)

3.4.2 Informativeness
Informativeness provides the interface that successfully delivers information through application in

relevant, clear, and efficient ways. It increases the users’ understanding, confidence, and trust in the system’s
operations. The metrics are defined in the Eq. (5) and average ratio in Eq. (6).

Clarity of Modules Metrics = ∈i Relevance of Modules Metrics = ϑi
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Completeness Metrics = ωi Timeliness Metrics = τi

Interactivity Metrics = φi

Informativeness Metrics = [∑ j
i=1(∈i +ϑi + ωi + τi + φi)εαi′

i ] (5)

Average Informativeness Metrics =

⎡⎢⎢⎢⎣

j

∑
i=1
(∈i +ϑi + ωi + τi + φi)εαi′

i

⎤⎥⎥⎥⎦
n

(6)

3.4.3 Accessibility
Accessibility presents the data to users more clear and understandable manner irrespective of data

analysis. It is achieved by implementing simple language and removing any advanced terminologies that are
difficult to understand.

Linguistic Metrics = Li Visuality Metrics = Vi Formative Metrics = ○Fi

Accessibility Metrics = [∑ j
i=1(Li + Vi +○ Fi)εαi′

i ] (7)

The Eq. (7) gives the complete accessibility metrics, and the average ratio of the accessibility metrics is
defined in Eq. (8).

Average Accessibility Metrics =
[∑ j

i=1 (Li + Vi +○ Fi) εαi′
i ]

n
(8)

Various components are used to measure the user interactive model. The metrics of Eqs. (3), (5), and (7)
are added up in Eq. (9) to measure the overall impact on the model.

XUIM = [∑ j
i=1 (
(σi− ∝i)

σi
∗ 100) εαi′

i ] + [∑
j
i=1(∈i +ϑi + ωi + τi + φi)εαi′

i ] + [∑
j
i=1(Li + Vi +○ Fi)εαi′

i ]

(9)

XUIM is measured in Eq. (10) and Eq. (11) shows the average impact of the model.

Overall Impact of the XUIM = ∑ j
i=1 XUIMi (10)

Average Impact of the XUIM = ∑ j
i=1

XUIMi

n
(11)

3.5 Explainable Transparency Modulation for Multidomain Sentiment Analysis
Transparency is the major gain of trust for the users in the sentient analysis application. It provides the

details and a clear decision process to the users. Various methodologies are implemented to gain a transparent
system for applications. These methodologies allow the users to understand and observe the output of the
model in the multidomain sentiment analysis applications.

3.5.1 Simulatability
Simulatability in a transparent model allow the users to replicate and grasp the model’s decision-making

process. It also enhances the user confidence in the model’s output by enhancing the accuracy and fairness
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of the prediction.

Simplicity Metrics = Si Usability Metrics = Ui Complexity Metrics = Ci

Simulatability Metrics = [∑ j
i=1(Si +Ui + Ci)εαi′

i ] (12)

Various components such as usability, simplicity, and model’s complexity are measured in the simulata-
bility presented in Eq. (12) and average ratio in Eq. (13).

Average ratio of Simulatability Metrics =
[∑ j

i=1(Si +Ui + Ci)εαi′
i ]

n
(13)

3.5.2 Decomposability
Decomposability provides the conversion of the large problem into smaller components that help

the users to easily grasp the knowledge. Users can enhance the model’s prediction by integrating the
specifications, characteristics, and decision rules. These components are merged back in a way that can easily
be managed by the users.

Edges Metrics = ∃i Nodes Metrics = ∂i Connected Components = ○Ci

Cyclometric Metrics = ∃i − ∩∂i + 2○Ci

Decomposability Metrics = [∑ j
i=1(∃i − ∩∂i + 2○Ci)εαi′

i ] (14)

Decomposability metrics are calculated by implementing in Eq. (14) and Eq. (15) describes the average
ratio.

Average Decomposability Metrics =
[∑ j

i=1(∃i − ∩∂i + 2○Ci)εαi′
i ]

n
(15)

3.5.3 Algorithmic Transparency
Transparency of the algorithm in an explainable model is critical for building trust in its predictions. This

refers to making the algorithm’s inner workings and decision-making processes transparent and accessible
to users. Explainable models can boost their usability and efficiency across a wide range of applications,
allowing users to make more informed decisions based on a better understanding of the model’s behavior
via algorithmic transparency, which is estimated in Eq. (16).

Robustness Metrics = μi Bias Detection Metrics = Di

Data Accountability Metrics = ∀i Traceability Metrics = τβi

Sustainability Metrics = δαi

Algorithmic Transparency = [∑ j
i=1(μi + Di + ∀i + τβi + δαi)εαi′

i ] (16)

The average ratio has the impact on the overall transparent model defined in Eq. (17).

Average Algorithmic Transparency =
[∑ j

i=1((μi + Di + ∀i + τβi + δαi)εαi′
i ]

n
(17)
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The above-mentioned metrics of XTPM are used to measure transparency in explainability. The overall
design metrics are combined in Eq. (18).

XTPM = [∑ j
i=1(Si +Ui + Ci)εαi′

i ] + [∑
j
i=1(∃i − ∩∂i + 2○Ci)εαi′

i ] + [∑
j
i=1(μi + Di + ∀i + τβi + δαi)εαi′

i ]
(18)

The overall impact of the XTPM is measured in Eq. (19) and average impact in Eq. (20).

Overall Impact of XTPM = ∑ j
i=1 XTPMi (19)

Average Impact of the XTPM Metrics = ∑ j
i=1

XTPMi

n
(20)

We define the metrics of individual components of explainable model and merge them into respective
model. Given defined models such as User Interactive model and Transparent model have directly impact on
the explainability of the web-based application as shown in Eq. (21) and average impact is defined in Eq. (22).

User Interactive Metrics = ∑ j
i=1 XUIMi Transparent Metrics = ∑ j

i=1 XTPMi

Overall Impact of Explainable Model Metrics (XDCUITM) = ∑ j
i=1(XUIMi + XTPMi) (21)

Average Impact of Explainable Model Metrics (XDCUITM) =
[∑ j

i=0(XUIMi + XTPMi)εβi′
i ]

n
(22)

The value of the overall metrics presents that the explainable model is implemented successfully. The
average acceptance scale to introduce the explainability for the end users in the web-based applications is
based on the [26] and by using the web content accessibility guidelines. The following defined is the range of
the metrics values:

Low (<10), Medium (10 to 20), High (>20)
The highest value of the metric measured indicates that the model is implemented perfectly and achieves

explainability in all aspects.

3.6 Explainable Design Complexity Calculation for Multidomain Sentiment Analysis
Various components of explainable model are implemented in the web-based application which define

the Explainable Design Quality Complexity Metric given as follows:

EDCM = ∑m ,mv

v=1, iv=1 αiv
v +∑

n ,nw

w=1, iw=1 βiw
w +∑

o ,ox

x=1, ix=1 δ ix
x +∑

p , p y

y=1, i y=1 ε i y
y +∑

q ,qz

z=1, iz=1 λ iz
z (23)

The unique value is assigned to each relation of edge as a weight value. The average design complexity
of explainable web-based application is calculated as

Average Design Complexity = Total Number of Relations
Total Number of Components

(24)

This metric defines the overall complexity of the web-based application by introducing the explainability
and interaction of its various components.
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4 Results and Discussions
The web-based multidomain sentiment analysis application is considered as a case study to evaluate

the design quality metrics of explainable model defined in this work. In this web-based application for
multidomain sentiment analysis various explainable models are introduced to provide the detail web-based
application at the user end. In the multidomain sentiment analysis, users are interacting with the application
and give input as a sentence of specific domain and get the output as a positive, negative, or neutral sentiment.
We consider the web-based application for multidomain sentiment analysis which provides the explainability
using various parameters illustrated in Fig. 4.

Figure 4: UML for multidomain sentiment analysis design with explainable model building
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Various numbers of users are interacted with the application and the defined parameters ensure the
explainability to implement numerous factors in the application. The factors include relevancy, completeness,
timeliness, language relevancy, edges, and nodes. These factors provide the information to the respective
component which further transfers to each related model.

This information enables the explainable model which helps to enhance the performance of the
system and provide the secure, transparent, interpretable, and interactive system to the user. The systems
explainability can be checked through these parameters. Moreover, these parameters can be incorporated
according to the requirements of the users.

For the evaluation of the defined metrics, we consider the different scenarios of the case study. The
low-level parameters and their working are defined in Table 2.

Table 2: End-level parameters and their working in web-based applications

Factors (Bottom stage) Factors description
Transferability to Next Module Score (TNMS) Transition performance from previous to current module

Relevancy (RL) Provide related information
Completeness (CT) Cover all aspects of the information

Timeliness (TL) Provide time sensitive information
Language Relevancy (LR) User understandable language

Effectiveness of Visualization (EV) Provide detailed and clear visualization
Transparency Score (TC) Provide transparency of the system
Complexity Score (CS) Provide simple interface to user

Edges (E) Number of edges in the control graph
Nodes (N) Number of nodes in the control graph

Connected Components (CP) Number of connected components in control graph
Bias Detection Score (BDS) Bias exists in system
User control Score (UCS) System is controlled by user
Traceability Score (TC) Trace the flow of data
Sustainability Score (SS) Transparency maintained over time

These parameters help to implement the explainability in the overall application for the user and transfer
data from the databases to the user interface. The user gets the details of each module in the web-based
application through the implemented parameters which helps to deal with the transparent system.

4.1 Scenario 1: Explainable Transparency Using XUIMM and XTPM
In the user-interactive model, the aim is to make the system explainable at the user interface. To

introduce this explainability, we implement three parameters in this model. Therefore, the complexity of the
user-interactive model is calculated using three scenarios. Fig. 5 depicts Scenario 1 where the green line is
moved from the XUIMM to the transferability parameter and simulatability parameter from the XTPMM.

The total number of edges is the complexity of this parameter. The complexity of the transferability
parameter to introduce explainability is calculated using Eq. (25) which is 5 units.

XUIMM = α1
1 + β1

1 + δ1
1 + ε1

1 + λ1
1

= 1 + 1 + 1 + 1 + 1 = 5 units (25)
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Figure 5: Spiral Graph showing the comparative evaluations for Scenario 1 (Green), Scenario 2 (Blue) and Scenario 3
(Red) of web-based application for multi-domain sentiment analysis

Eq. (26) provides the complexity of simulatability factors of XTPMM which is 6 units.

XTPMM = α1
2 + α2

2 + β1
2 + δ1

2 + ε1
1 + λ1

1

= 1 + 1 + 1 + 1 + 1 + 1 = 6 units (26)

4.2 Scenario 2: Transferability and Informativeness Using XUIMM and XTPM
In Scenario 2 for user-interactive model, the transferability and informativeness parameters are imple-

mented. In Fig. 5, the green and blue lines are used to calculate the complexity of the defined parameters.
The Eq. (27) describes that the complexity is 9 units to implement this model.

XUIMM = α1
1 + α2

1 + α3
1 + α4

1 + β1
1 + β2

1 + δ1
1 + ε1

1 + λ1
1

= 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 9 units (27)

We consider two parameters of XTPMM such as simulatability and decomposability to evaluate the
complexity of this model in explainable model. The 10 units are used to define the complexity of this scenario
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mentioned in Eq. (28) by using the lines green and blue presents in Fig. 5.

XTPMM = α1
2 + α2

2 + α3
2 + α4

2 + α5
2 + β1

2 + β2
2 + δ1

2 + ε1
1 + λ1

1

= 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 10 units (28)

4.3 Scenario 3: Algorithmic Transparency Using XUIMM and XTPM
Explainability of the web-based application can extend by incorporating one more parameter in

XUIMM and XTPMM which is accessibility and algorithmic transparency. In Scenario 3, we incorporate all
the three defined models which enhance the explainability of the system. Fig. 5 depicts the green, blue, and
red lines intersecting each level. Therefore, we select all the edges of the XUIMM to calculate its complexity
which is 12 units defined in Eq. (29).

XUIMM = α1
1 + α2

1 + α3
1 + α4

1 + α5
1 + α6

1 + β1
1 + β2

1 + β3
1 + δ1

1 + ε1
1 + λ1

1

= 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 12 units (29)

The three parameters are defined in XTPMM including simulatability, decomposability, and algorithmic
transparency. In Scenario 3, all these parameters are used to measure the complexity of the model. The major
emphasizes of the complexity described in Eq. (30) is the factors that are defined in this model such as TC,
CS, E, N, CP, UCS, BDS, TC, and SS.

XTPMM = α1
2 + α2

2 + α3
2 + α4

2 + α5
2 + α6

2 + α7
2 + α8

2 + α9
2 + β1

2 + β2
2 + β3

2 + δ1
2 + ε1

1 + λ1
1

= 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 15 units (30)

The average complexity to implement all the parameters of XUIMM is calculated with defined factors
such as TNMS, RL, CT, TL, LR, and EV. All the scenarios are considered to get the average complexity of the
user-interactive model which is (5 + 9 + 12)/3 = (26)/3 = 8 units. The Average explainable complexity of the
transparent model is calculated to be (6 + 10 + 15)/3 = (31)/3 = 10 units, which is acceptable for this model.

4.4 Explainable Design Complexity Modulation
The design complexity metrics determine the overall complexity of the web-based application to

introduce the explainable model. Different scenarios are considered to measure the complexity with various
parameters of defined models. Green, blue, and red lines in Fig. 5 depict the complete scenarios to calculate
complexity by providing details of each model. The design complexity of this web-based application is
measured with the XDCM metrics by evaluating the unit cost of each factor and parameters involved in the
model.

XDCM = α1
1 + α2

1 + α3
1 + α4

1 + α5
1 + α6

1 + α1
2 + α2

2 + α3
2 + α4

2 + α5
2 + α6

2 + α7
2 + α8

2 + α9
2

β1
1 + β2

1 + β3
1 + β1

2 + β2
2 + β3

2

δ1
1 + δ1

2 + ε1
1 + λ1

1 = (15 + 6 + 2 + 1 + 1) = 25

The average design complexity is 10 to 20 units in this case study of a web-based multidomain
sentiment analysis application which is calculated as (25/26). It is the perfect case as it is less than the total
number of components. Therefore, our design-level explainable model is an extremely simple system for
web-based applications.
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4.5 Discussion
In this proposed work, design quality metrics of the explainable model for web-based applications are

evaluated for multi-domain sentiment analysis. An abstract graph is utilized to implement the explainable
model on web-based applications. Design models are defined to develop design quality metrics, including
Explainable User-Interactive Model Metrics, Explainable Transparent Model Metrics, and Explainable
Design Complexity Metrics. The defined metrics are evaluated using a case study of a web-based multi-
domain sentiment analysis application, and results are compared with the assigned work range in this
study. The X-OODM can be integrated into existing methodologies as a learning curve by facilitating
developers with object-oriented design and explainability principles. System developers map the components
of explainability, including transferability, fairness, and transparency, into the multi-domain sentiment
analysis application, which is then implemented through various tools and libraries to ensure the explainable
design level. These explained elements such as transferability, fairness, and transparency are mapped to
the multi-domain sentiment analysis application developed by the system developers for the purpose of
implementation using different tools and libraries to ensure an appropriate explainable design level.

In Table 3, we present the results of every overall scenario and, after that, benchmark it to the realistic
result. The results of the defined metrics are validated against benchmark values obtained from experts
in web-based applications. Defined metrics yield accurate values that are consistent with the predicted
parameters. Parameters such as completeness, timeliness, and interaction time with other modules are
employed to measure scalability at the design level. The values of these parameters are utilized to assess
the scalability of the system when large data is input to the application. The optimal model is the one that
provides higher explainability in the web-based application, which corresponds to the defined metrics with
the maximum values.

Table 3: Explainable path of design for web-based application

Evaluation scenario Nodes Edges Explainable
design path

Weights of paths

Scenario 1: Low-end α Max (α) 3

Explainable Transparency
Using XUIMM and XTPM)

Component level
Basic model level β Max∑ α y

x 2
Upper model level

User level δ Max (β) 2
Scenario 2: Low-end α Max (α) 9

Transferability and
Informativeness Using XUIMM

and XTPM

Component level
Basic model level β Max∑ α y

x 4
Upper model level

User level δ Max (β) 2
Scenario 3: Low-end α Max (α) 15

Algorithmic Transparency
Using XUIMM and XTPM

Component level
Basic model level β Max∑ α y

x 6
Upper model level

User level δ Max (β) 2
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5 Conclusion
This research highlights that X-OODM serves as an important contribution to developing multi-domain

sentiment analysis systems by enriching the traditional OODM with explainability attributes. It fills up
the critical gap of transparency and interpretability that so far existed without explanations inside web-
based applications of sentiment analysis. The proposed methodology makes all the design elements, from
data structure to user interfaces, more transparent with better user trust and decision-making. Thus, the
experiments prove that explainability should be introduced early in the design process to result in sturdy,
user-friendly, and trustworthy systems. This contribution thus marks a new benchmark for future work
on sentiment analysis systems, such that systems are not only highly accurate but also understandable
and reliable when presented to end-users. The paper further introduces design quality metrics such as
Explainable User-Interactive Model Metrics, Explainable Transparent Model Metrics, and Explainable
Design Complexity Metrics which are fundamental in assessing the explainability of multi-domain sentiment
analysis systems. Using these metrics, the research reveals that the deployment of X-OODM based sentiment
analysis systems increases the transparency of the system while holding its design complexity at manageable
levels to make applications of the system more efficient and interpretive.
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