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ABSTRACT

With the emphasis on user privacy and communication security, encrypted traffic has increased dramatically, which
brings great challenges to traffic classification. The classification method of encrypted traffic based on GNN can
deal with encrypted traffic well. However, existing GNN-based approaches ignore the relationship between client
or server packets. In this paper, we design a network traffic topology based on GCN, called Flow Mapping Graph
(FMG). FMG establishes sequential edges between vertexes by the arrival order of packets and establishes jump-
order edges between vertexes by connecting packets in different bursts with the same direction. It not only reflects
the time characteristics of the packet but also strengthens the relationship between the client or server packets.
According to FMG, a Traffic Mapping Classification model (TMC-GCN) is designed, which can automatically
capture and learn the characteristics and structure information of the top vertex in FMG. The TMC-GCN model
is used to classify the encrypted traffic. The encryption stream classification problem is transformed into a graph
classification problem, which can effectively deal with data from different data sources and application scenarios.
By comparing the performance of TMC-GCN with other classical models in four public datasets, including
CICIOT2023, ISCXVPN2016, CICAAGM2017, and GraphDapp, the effectiveness of the FMG algorithm is verified.
The experimental results show that the accuracy rate of the TMC-GCN model is 96.13%, the recall rate is 95.04%,
and the F1 rate is 94.54%.
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1 Introduction

Identifying and classifying network traffic is essential for applications such as QoS, pricing, and
security measures, including malware and intrusion detection [1]. Using encryption to protect data
transmissions enhances user privacy [2], but also complicates traffic classification, as it allows malware
and cybercriminals to evade detection through tools such as Tor and VPNs. Moreover, owing to the
diversity of applications, the granularity of today’s traffic classification is becoming increasingly fine,
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and an increasing number of traffic types must be distinguished by traffic classifiers. The most popular
method is the deep-learning-based encrypted traffic classification model.

Deep-learning-based methods for encrypted traffic classification, such as Convolutional Neural
Networks (CNN) [3,4] and Recurrent Neural Networks (RNN) [5], have shown promise [6–8]. Unlike
traditional machine learning, deep learning automatically extracts features from raw data and uses
an end-to-end learning approach, which avoids manual feature engineering and subdivision problems
such as feature selection. However, these methods often process traffic characteristics independently,
overlook packet relations, and lack a holistic network view, which can compromise the system’s
robustness and practical application.

Mapping the relationship between packets in the traffic into a topology structure, using the
topology structure to map to the non-Euclidean space to save packet information [9], and using a
Graph Neural Network (GNN) to process the data of this network topology can solve the above
problems. Originally developed by Scarselli et al. [10], GNNS was later refined by Scarselli et al. and
Micheli et al. Early GNN models used RNNs to extend the CNN framework to graph-structured
data, leading to the creation of Graph Convolutional Networks (GCN) and their variants [11],
which advanced deep-learning applications on graph data. Shen et al. [12] introduced a Traffic
Interaction Graph (TIG), where vertices represent packets with directions, edges represent packet-level
interactions between clients and servers, and connections between adjacent bursts [13]. Jiang et al. [14]
developed a Flow-level Relation Graph (FRG) to represent traffic data that preserves packet-level
details, such as size, direction, and time interval, as well as the edges of concurrent and triggered
interactions between bursts. However, TIG and FRG ignore the relationship between packets in the
same direction. Ignoring these relationships means that the full characteristics of the communication
patterns may not be fully captured, thus affecting the accuracy of traffic classification and analysis.

To solve the above problems, this study proposes an FMG for network traffic that enhances the
relationship between packets by mapping the relationship between adjacent packets and packets in the
same direction as a network topology structure graph, thereby enhancing the understanding of internal
flows and continuous packet sequences. The TMC-GCN designed in this study uses an FMG to map
traffic data and capture the complex relationship of dimensions, such as order, time, and content, to
enhance model classification and prediction ability. This approach also helps to quickly analyze client-
side request-response sequences and server-side response patterns, such as bursts of traffic. The main
contributions of this study are as follows:

(1) A network topology graph of the traffic is constructed. In an FMG, vertices represent
packets, and edges represent the associations between packets. Sequential edges describe the temporal
relationship of data packets, and jump-order edges are the key to this method. Jump-order edges
capture the relationship of packets in bursts in the same direction as the flow and provide a finer
and more comprehensive representation of the interaction of vertexes.

(2) A TMC-GCN model is designed that combines a GCN with a Multi-Layer Perceptron (MLP)
to effectively learn vertex features and their structural relationships in a FMG. The GCN layer utilizes
adjacency information to capture the relationships between vertices connected by sequential and jump-
order edges, whereas the MLP applies nonlinear transformations to project features to a higher level
of abstract feature space.

(3) To test the interpretability of FMG, other classical models were compared with the TMC-
GCN model: CICAAGM2017 [15], CICIOT2023 [16], GraphDapp [12], and ISCXVPN2016 [17]. The
accuracy of the experimental results ranged from 93%–98%.
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The remainder of this paper is organized as follows. Section 2 summarizes related work, Section 3
presents the construction of the FMG and the design details of the TMC-GCN, Section 4 presents the
performance tests and experiments of the FMG effectiveness evaluation, and Section 5 concludes the
paper.

2 Related Work

Currently, most methods used in encrypted traffic classification are based on deep learning and
graph neural network area types of deep learning. Therefore, this section introduces the encrypted
traffic classification technology of traditional deep learning and the encrypted traffic classification
technology of deep learning based on a graph neural network.

2.1 Classification of Encrypted Traffic Based on Deep Learning

Deep learning techniques that automatically extract features from raw data and utilize an
end-to-end learning approach are highly effective for traffic classification tasks [18]. For exam-
ple, Liu et al. introduced FS-Net [19], using packet-length sequences and a bidirectional Gated
Recurrent Unit (GRU) [20] with a reconstruction autoencoder for encrypted traffic classification.
Aceto et al. developed MIMETIC [21], a multimodal deep learning model using a CNN and a
GRU for mobile-encrypted traffic analysis. Shapira et al. proposed FlowPic [22], which converts flow
data into images for CNN-based classification. Wang et al. introduced the App-Net model [23] by
employing Long Short-Term Memory (LSTM) and a CNN to analyze packet lengths and payload
sequences. Liu et al. designed the BGRUA model [24] that uses a bidirectional GRU with an attention
mechanism for HTTPS traffic analysis. Lin et al. developed ET-BERT [25], a transformer-based model
that pretrains traffic data to understand the contextual relationships and transmission sequences.
Lotfollahi et al. [26] proposed a deep learning-based method for encrypted traffic classification called
“Deep Packet.” This method utilizes two deep neural network architectures, the Stack Autoencoder
(SAE) and CNN, for application identification.

However, these deep-learning methods generally use statistical features or raw bytes directly to
represent network traffic, adopt various learning models, and ignore the lack of inherent translation
invariance of non-Euclidean traffic data. Ordinary deep learning models map network traffic into
Euclidean space, thereby losing important information from packet relationships. GNN can be used
to address this problem. A GNN can compose traffic data and use a graph structure to reflect
the relationship between packets in the traffic data or the relationship between bytes in the packet.
This relationship often intersects multiple dimensions, such as order, time, and content, forming
complex connections. A GNN can effectively capture and learn complex relationships and enhance
the classification and prediction abilities of a model.

2.2 Classification of Encrypted Traffic Based on Graph Neural Networks

GNNs have been effectively applied across various fields, particularly in handling un-structured
data. Pang et al. [27] introduced CGNN, a chained graph model for maintaining sequences in traffic
analysis. Zheng et al. [28] developed GCNETA, a GCN-based method for malicious traffic detection
that combines statistical and structural network data to enhance accuracy. Huoh et al. [29] utilized a
GNN for encrypted flow classification by analyzing packet relationships. Diao et al. [30] created EC-
GCN, a framework using a multi-scale GCN to classify encrypted traffic. Shen et al. [12] developed
GraphDApp, which uses a TIG for identifying traffic from distributed applications by treating it as a
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graph classification challenge. Jiang et al. [14] proposed FG-Net, employing an FRG graph structure
to approach mobile encrypted traffic fingerprinting as a graph representation learning task.

However, traffic classification methods based on graph neural networks ignore the relationships
between packets in the same direction. To this end, the FMG designed in this study strengthens the
connection between these same-direction bursts or data packets, enabling rapid location and analysis
of situations where the client sends consecutive requests, as well as the degree of correlation between
these request responses. The data packets are represented as vertices with directions by constructing
separate graphs for each flow. Sequential edges were used to represent the time–sequence relationship
of the data packets in the network flow, and jump-sequence edges were used to represent the burden
relationship in the same direction in the flow. Then, the GCN and MLP are used to learn the graph,
which can achieve good classification results.

3 TMC-GCN Model Construction
3.1 Construction of the Flow Mapping Graph

Several steps are required before building an FMG: (1) First, data packets from different
applications must be collected. When a client visits software or a website, all the recorded network
traffic consists of packets transmitted across multiple sessions. (2) These raw data are classified into
independent flows according to the principle of sharing the same quintuple (source and destination IP
addresses, source and destination port numbers, and protocols), where each flow consists of a series
of data packets with the same quintuple. Consider the interactive process shown in Fig. 1, where the
number represents the packet length with direction, and the sequence can be expressed as “packet
length”: [193, −1338, −1338, −857, 126, 51, 494, −463, −251, 31, 38]. A positive number represents
a packet sent from the client to the server, whereas a negative number represents a packet sent to the
client.

Figure 1: Example of packet-level client-server interaction for a stream

FMG represents the graph structure of each flow, which can be represented by a vector of common
flow packet lengths consisting of n packets. Flow = f1, f2, . . . , fn, where fi indicates the first i with
symbols of the length of the packet, and the FMG construction process is as follows:

Vertex: In an FMG, each packet in a stream corresponds to a vertex linked to the packet’s length,
with the direction indicated by a positive or negative value. For example, Flow = [193, −1338, −1338,
−857, 126, −51, 494, −463, −251, 31, 38] represents a sequence of 11 packets, as shown in Table 1,
where each packet is a vertex in the FMG. Consecutive packets in the same direction form a burst
“[13]”, even if they are single packets. Seven bursts occurred in the given flow {193}, {−1338, −1338,
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−857}, {126}, {−51}, {494}, {−463, −251}, {31, 38}. To avoid FMG complexity and maintain the TMC-
GCN performance and time efficiency, only the first 160 packets in each flow were selected as vertices
for the reasons detailed in Section 4.

Table 1: Elements contained in FMG

Vertex Id Direction Bursts Bursts
direction

Edge relation Sequential Jump-order
edges

193 0 + Burst [0] + (0,1) (0,4) (0,1) (0,4)
1338 1 – Burst [1] – (1,0) (1,2) (1,5) (1,0) (1,2) (1,5)
1338 2 – – (2,1) (2,3) (2,1) (2,3) ×
857 3 – – (3,2) (3,4) (3,2) (3,4) ×
126 4 + Burst [2] + (4,0) (4,3) (4,5)

(4,6)
(4,3) (4,5) (4,0) (4,6)

51 5 – Burst [3] – (5,1) (5,4) (5,6)
(5,8)

(5,4) (5,6) (5,1) (5,8)

494 6 + Burst [4] + (6,4) (6,5) (6,7)
(6,10)

(6,5) (6,7) (6,4) (6,10)

463 7 – Burst [5] – (7,6) (7,8) (7,6) (7,8) ×
251 8 – – (8,5) (8,7) (8,9) (7,6) (7,8) (8,5)
31 9 + Burst [6] + (9,8) (9,10) (9,8) (9,10) ×
38 10 + + (10,6) (10,9) (10,9) (10,6)

Edges: Edges in the graph representing connections between vertices significantly influence the
feature aggregation. The graph structure included sequential and jump-order edges. (1) Sequential
edges: Packets are sorted by arrival timestamps, with each packet length treated as a vertex. These
vertices are then connected to form n − 1 sequential edges. The construction of sequential edges
reflects the timing characteristics of packets. (2) Jump-order edges: The packets are classified into
bursts based on their direction and continuity. The last vertex of the same-direction burst is connected
to the first vertex of the continuous same-direction burst, forming a jump-order edge. Communication
characteristics between client and server, such as request and response patterns, persistent connection
state, and directionality of data transfer, are important to define bursty head and tail connections in
FMG. For example: Persistent connection states: such as FTP or database connections, usually involve
multiple consecutive bursts of data exchange, and these bursts of connection help reveal the nature of
the whole session. Data transfer direction: Upload and download activities are clearly different in
direction, and this directional change can be reflected in FMG by the jump-order edges. In network
communication, data flows in the same direction often have specific intentions or functions (such as
file transfer, video streaming, etc.), and the model can better capture this pattern by jump-order edges.
When dealing with complex network traffic, it is difficult to get effective information from only a single
data packet. Jump-order edges provide a mechanism to exploit contextual information by connecting
relevant bursts, thus improving the accuracy of recognition and classification. For instance, in Fig. 1,
the vertex of a single burst {−51} is linked to the first vertex (−1338) of the prior same-direction
burst {−1338, −1338, −857}, and the first vertex (31) of burst {31, 38} is linked to vertex (494) of the
previous same-direction burst {494}. Fig. 2a,b shows the structure of sequential edge and jump-order
edge respectively, and Fig. 2c is the final FMG structure, where the line represents the sequential edge



3184 CMC, 2025, vol.82, no.2

and the dashed line represents the jump-order edge. The edge relation in Table 1 shows the specific
edge connections with numbered vertices. All edges in FMG are undirected, allowing bidirectional
information exchange in the neural network for more comprehensive vertex feature aggregation.

Figure 2: FMG construction process for encrypted traffic

Algorithm 1 describes the FMG construction process. The algorithm uses a sequence of packet
lengths for a specific flow as the input and outputs a traffic map G = (V , E). First, the vertex set V and
edge set E are initialized, and then the vertex set is constructed using the packets as vertices (lines 1–4).
Second, different bursts were obtained based on consecutive packets (lines 5–6). We then iterate each
burst by checking whether the length of each burst is greater than 1, and if so, add sequential edges
with timing characteristics (lines 7–10). Then, in bursts, jump-order edges are obtained by connecting
the last vertex of a burst with the first vertex of the previous burst in the same direction (lines 11–
14), and the FMG representation results in G of the traffic are returned. The following explains why
FMG is designed as a graphical representation of encrypted traffic. In general, an FMG can extract
the features of encrypted traffic from three aspects:

(1) Packet-direction information: The vertices in the FMG contain the direction of the data packet,
which is represented by positive and negative values. Positive values indicate that the packet was sent
from the client to the server, and negative values indicate that the packet was sent from the server to
the client.

(2) Packet-length information: Packet-length sequences and their mathematical variants are
commonly used as key features in encrypted traffic classification [20,31]. Vertices in FMG are
associated with corresponding packet lengths and can be used naturally by classifiers.

(3) Data packet bursts, as shown in the same color in Fig. 2b, are directional and key distinguishing
features of classifier learning owing to their variability across different applications or websites.
Packets, whether in the same or different directions, are interconnected through sequential and jump-
order edges, facilitating the feature aggregation of each vertex. This method enhances the analysis
of client-side request–response sequences, helping to quickly pinpoint and assess the correlation
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between successive client requests and responses. From the server perspective, this aids in swiftly
identifying specific response patterns. During the feature aggregation phase, this approach allows for a
more detailed aggregation of neighboring vertex features, enabling the TMC-GCN model to perform
classification tasks more effectively.

Algorithm 1: Construction of flow mapping graph
Input: Packet length sequence Flow = f1, f2, . . . , fn

Output: Flow Mapping Graph G = (V , E)

1: Initialize V (vertices) and E (edges) as empty sets.
2: for each packet fi in Flow do
3: Add a vertex vi to V .
4: end for
5: Segment V into bursts B = (b1, b2, . . . , bK)

6: based on packet direction.
7: for each burst bi in B do
8: if bi contains more than one packet then
9: Connect consecutive vertices within bi.
10: end if
11: if bi is not the first and second burst then
12: Connect the first vertex of bi to the last vertex
13: of the previous burst in the same direction.
14: end if
15: end for
16: return G.

3.2 TMC-GCN

With FMG, the encrypted traffic classification problem becomes a graph classification problem.
Thus, a GNN can automatically extract and distinguish features from a graph structure [32]. The
GNN was used as the basis for the TMC-GCN model. This section presents the design details of the
GNN-based TMC-GCN classifier.

3.2.1 Overview of TMC-GCN

In this study, a TMC-GCN was constructed using a combination of a GCN, MLP, and linear fully
connected layers, as shown in Fig. 3. The TMC-GCN model is structured into three main stages: data
transformation, feature-aggregation transformation, and classification. (1) Data Transformation: This
stage includes network traffic preprocessing and data processing. First, the pcap file of the original
encrypted traffic is converted to JSON format, and streams with the same quintuple are extracted.
The FMG is then fed into the embedding layer, which converts the features of the vertices into fixed-
dimensional embedding vectors. The embedding vector obtained by the embedding layer was used as
the input for the GCN in the next stage. (2) Feature Aggregation Transformation: Vertex features and
those of their neighboring vertices are aggregated at this stage using both sequential and jump-order
edges. The architecture included two pairs of GCN and MLP layers. Each GCN layer was followed
by an MLP layer that applied a nonlinear transformation to the GCN output. The output of the
first MLP layer becomes the input for the second GCN layer, enhancing feature aggregation. (3)
Classification Stage: The final stage employs a graph-pooling layer to consolidate the vertex features
into a graph-level feature vector. A fully connected layer then uses this vector to perform classification



3186 CMC, 2025, vol.82, no.2

predictions. This structure facilitates detailed feature analysis and improves classification accuracy in
network traffic analysis.

Figure 3: Model structure of TMC-GCN

3.2.2 Design Principle of Model Structure

a) Packet-direction information

The data transformation phase includes data preprocessing, construction of the FMG, and
generation of embedding vectors. The details of the data transformation phase are described below.

Data preprocessing: First, the stream was extracted from the original pcap file according to the
quintuples and converted into a JSON file. Second, the packet length sequence and positive and
negative signs of each flow were recorded to indicate the direction. It is not necessary to determine
which part of the packet is encrypted because this study mainly examines the impact of the network
topology of the flow on the classification, and only the packet length and direction are used in the
features, which can better protect the user’s privacy. Before constructing the FMG, we must perform
the following.

(1) Data interception and dropping: Only the first 160 packets in the flow are used to control the
amount of data and improve the efficiency. This measure aims to reduce computational burden and
memory consumption. Simultaneously, to improve the quality of the dataset and reduce noise interfer-
ence and abnormal flow, data packets that did not contain quintuples were discarded, considering that
these may be caused by errors in data capture or recording processes. Flows with only one direction
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are discarded, as are flows with no more than three packets; thus, there is no case of no associated
direction.

(2) Packet length correction: A packet with an absolute length greater than 1500 is split into
multiple packets with a maximum length of 1500, and the original symbol is retained to normalize
the data and simulate the actual network transmission limit. This step aims to avoid excessively large
packets that interfere with the processing flow and to improve data utility.

(3) Vertex feature matrix creation: A zero matrix of the same length as the packet was created, and
the length of the processed packet was assigned to this matrix. This matrix was added to the graph as
a vertex feature. This provides each vertex in the graph with useful feature information for subsequent
graph analysis.

Generating embedding vectors: The model uses an embedding layer to convert vertex features
into vectors of fixed dimensions. The input to the embedding layer is the discrete feature index i,
corresponding to the features of the vertices in the FMG, which is the packet length value with respect
to the direction. This index is then mapped in the embedding matrix E into a continuous vector space
of D dimensions, where E ∈ R

N×D, N is the embedding dictionary’s size, embedding dictionary is
represented as a mapping from the packet length to the embedding index, and D is the dimension of the
embedding vector. We created an embedding dictionary, represented as a mapping from packet length
to embedding index. The key is the length of the packet belt direction (−1500 bytes to 1500 bytes).
When a specific packet length is received, this length can be used as the key to obtain the corresponding
embedding vector index from the embedding dictionary. This vector was subsequently used as the
input for the next layer. Embedding layers are introduced to map sparse data-length features to a
more compact and continuous vector space for model learning and generalization, respectively. The
floating-point representation of embedding vectors is more suitable for the optimization algorithms
of neural networks. In addition, the embedding layer can effectively handle new length values that do
not appear in the training data and generate embedded vectors for new features.

b) Feature aggregation transformation

This module is the core of the model, and it aggregates the characteristics of each vertex and
its neighborhood vertices. By strengthening the connection between vertices using sequential and
jump-order edges, the module can aggregate more comprehensive feature information. The module
comprises two pairs of sequentially cascaded GCN and MLP. An MLP layer followed each GCN layer,
and the MLP performed a nonlinear transformation of the GCN output. The input to the second layer
of the GCN is the output of the first layer of the GCN after MLP processing. These two layers of the
GCN and MLP together form a feature aggregation transformation layer, which then aggregates the
feature vector output by the MLP through a graph pooling layer.

Vertex feature aggregation: Vertex feature aggregation is iterated using a two-layer GCN to
balance complex structural information capture and computational efficiency (The two-layer GCN
framework has been shown to strike an appropriate balance between performance and computational
burden [33]). A GCN can comprehensively integrate the information of different vertices into the
vertex features of an entire FMG. The high-dimensional feature representation of each vertex can
be summarized through feature aggregation as a lower-latitude graph-level feature representation.
Simultaneously, because of the design of sequential and jump-order edges in FMG, particularly jump-
order edges, GCN can aggregate more comprehensive information than other graph structures. First,
the initial vertex feature vector is derived from the embedding layer. The feature transformation of
the initial vertex feature and feature aggregation of the neighborhood vertex is realized using Eq. (1),
where h(l)

v represents the hidden state of vertex v after the l-layer of the GCN, and σ is the activation
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function. N (v) is the set of neighboring vertices v, deg (v) is the degree of vertex v, and W (l) is the first
GCN weight matrix of the l layer.

h(l+1)

v = σ

( ∑
u∈N(v)∪{v}

1√
deg(u)

√
deg(v)

W (l)h(l)
u

)
(1)

Nonlinear transformation: The model can be more flexible and extract higher-order and more
complex features and relationships from the data through a nonlinear transformation. The TMC-
GCN uses an MLP to perform a nonlinear transformation on the output of the GCN, which can map
the input features to a higher level of abstract feature space, help the model better understand and
process data, and improve its generalization ability. Nonlinear transformation is realized using Eq. (1),
where h(l)

v represents the output feature of vertex v in an L-layer GCN. Two linear transformation layers
(W (l)

1 and W (l)
2 ) and two offset items (b(l)

1 and b(l)
2 ) introduce the ReLU activation function, and the ability

for nonlinear transformation is added. MLP (·) stands for multi-layer perceptron, which is used to

transform the output of GCN further, and ĥ
(l+1)

v is the feature of vertex v after MLP transformation.
However, the combination of GCN and MLP can deal better with FMG graph data. This helps the
model learn higher-level abstract feature representations of a graph. By fusing the graph structure
information and nonlinear transformations, the model can better capture the complex relationships
and characteristics of the data.

ĥ
(l+1)

v = MLP
(
h(l)

v

) = σ
(
W (l)

2 ReLU
(
W (l)

1 h(l)
v +b(l)

1

) + b(l)
2

)
(2)

hG =
∑
v∈V

ĥ
(l)

v (3)

Graph-level feature aggregation: Post MLP, the data represent high-order abstract feature vectors
obtained from multiple layers of nonlinear transformation and feature extraction. This vector is fed
into a graph pooling layer, which aggregates vertex-level features into a graph-level representation
by summing, capturing the overall structure and properties of the graph for the classification layer.
Sum pooling (Eq. (3)) highlights important vertexes by weighting their features, thus preserving the
differences in vertex features. Sum-pooling sums up all vertex features to form a comprehensive graph
representation, which is suitable when vertex features are additive.

c) Classification

Mapping feature class: This step is key to classification and relies on fully connected layers to
map graph-level features to the category space for classification. The input to the fully connected
layer was the concatenation result of the graph-level features obtained from the operations of the
graph convolution and pooling layers. These graph-level features are concatenated during forward
propagation to obtain a vector, which is then linearly transformed by weight matrix multiplication
and bias addition of Eq. (4). In the forward-propagation process, the input vector hG is multiplied by
the weight matrix W , and the bias vector b is added to obtain the output vector y, which is a linear
transformation from the input space to the output space. During training, the model updates the
values of the weight matrix and bias vector using a backpropagation algorithm and gradient descent
optimizer to minimize the loss function. Through continuous iterations and optimization, the model
can learn an effective mapping from the input to the output.

y = Linear (hG) = WhG + b (4)
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Loss function: The loss function used in this study is across-entropy loss function combined with
weighting and label smoothing, as shown in Eq. (5). Where N is the number of samples in the batch, yi is
the true label of sample i, and ŷi is a one-hot-encoded vector with only one element of 1 (representing
the class of the input sample) and the rest of the elements of 0 and is the predicted probability of
the ith sample. ε denotes the label smoothing parameter, and K is the number of categories. Label
smoothing enhances the model’s prediction by distributing some probability from the correct class
to other classes, thereby reducing the risk of overfitting. Cross-entropy loss measures the difference
between the predicted probability and the true label; a smaller loss value indicates a more accurate
model prediction. The generalization ability and stability of the model can be effectively improved by
combining label smoothing and cross-entropy loss.

Loss = −
N∑

i=1

[
(1 − ε) · yi + ε

K

]
log ŷi (5)

4 Experimental Evaluation

In this part, we evaluate the effectiveness of FMG and TMC-GCN modes. This paper compared
the performance of TMC-GCN and other encrypted traffic classification models, tested the effective-
ness of FMG, adjusted the parameters of the model, and finally designed an ablation experiment.

4.1 Experimental Setup

This study compares the performance of other encrypted traffic classification models and tests the
performance of TMC-GCN on the CICIOT2023, CICAAGM2017, and ISCXVPN2016 datasets. To
verify the interpretability of FMG and the performance and versatility of TMC-GCN, experiments are
carried out on the GraphDapp dataset. The 38 application categories of this dataset were selected, and
20 flows were randomly selected from each category, resulting in a total of 760 flows. The effectiveness
of FMG is measured by calculating the pairwise distance and graph edit distance of the TMC-GCN
model are adjusted. Finally, an ablation experiment is carried out to determine whether the jump-order
edge and packet length provide additional valuable information.

The comparison model used in this paper is as follows:

(1) CNN+D [34]: uses packet direction information to build a CNN to classify encrypted traffic
from different websites.

(2) AppScanner [35]: uses bidirectional streaming features (i.e., outgoing and incoming) to extract
features about packet length and interval time from the stream.

(3) MIMITIC [21]: is a multi-modal approach that lever-ages deep learning, using CNN and GRU
to learn the first 576 bytes of payload and message protocol fields, respectively.

(4) FS-Net [19]: takes packet length sequence as input, uses bidirectional GRU for feature
encoding, and introduces a reconstruction mechanism in Auto Encoder to ensure the validity of the
learned features.

(5) App-Net [23]: uses LSTM and CNN to learn the packet length and payload byte sequence of
the initial packet, respectively.

(6) GraphDapp [12]: uses the graph structure of the TIG as the information representation for
encrypted Distributed Application (DApp) flows, implicitly preserving many of the characteristics of
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bidirectional client-server interactions. Dapp finger-printing is transformed into a graph classification
problem, with an MLP and a fully connected layer used to construct the GraphDapp model.

(7) FB-GNN [29]: proposes a graph construction method that directly creates edges based on the
temporal relationships of packets in a stream and leverages a geometric learning model to learn vertex,
edge, and global features.

In this study, the True Positive Rate (TPR), False Positive Rate (FPR), precision, recall, and F1
value were used as criteria to test the performance of the TMC-GCN. These criteria are computed as
shown in Eqs. (6)–(10):

TPR = TP
TP + FN

= Recall (6)

FPR = FP
FP + TN

(7)

Precision = TP
TP + FP

(8)

Accuracy = TP + TN
TP + FP + FN + TN

(9)

F1 = 2 × Precison × Recall
Precision + Recall

(10)

4.2 Dataset Description

The CICIOT2023, ISCXVPN2016, CICAAGM2017, and GraphDapp datasets were used for the
testing. The total data volume was 130 gigabytes, with more than one million streams.

(1) CICIOT2023 Dataset: This large-scale attack dataset in a real-time Internet environment is
derived from 33 attacks classified into seven categories: DDoS, DoS, reconnaissance, web-based, brute
force, spoofing, and Mirai. These attacks are performed against malicious Internet devices on other
Internet devices. These include ACK fragmentation, UDP flood, SlowLoris, ICMP flood, RSTFIN
flood, PSHACK flood, HTTP flood, UDP fragmentation, and TCP-based attacks. It contains 33
attacks, such as flood, SYN flood, SynonymousIP flood, Dictionary brute force, Arp spoofing, Ping
sweep, Sql injection, and UDPPlain.

(2) ISCXVPN2016 Dataset: This dataset was designed for network traffic analysis and covers
14 different traffic types captured through regular and VPN sessions, such as VOIP, VPN-voip, and
P2P. By simulating the network activities of users Alice and Bob, this dataset generates data using
a variety of applications and services (such as Skype, Facebook, and YouTube), which ensures its
practical application value and wide applicability. The dataset pays special attention to the distinction
between VPN-encrypted traffic and unencrypted traffic, uses tools such as Wireshark and tcpdump
for high-quality data capture, and shuts down all non-target applications during the capture process
to ensure data purity. This makes the ISCXVPN2016 dataset not only important for the development
of intrusion detection systems and traffic management optimization in the field of network security
but also provides an experimental platform for academic research on network traffic analysis and data
mining.
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(3) CICAAGM2017 Dataset: This dataset was created to address the challenge posed by advanced
Android malware, which can detect emulators used by analysts and alter its behavior to evade
detection. To overcome this problem, researchers have installed applications on real Android devices to
capture network traffic. The dataset included 1900 apps divided into three categories: 250 adware apps,
including Airpush, Dowgin, Kemoge, Mobidash, and Shuanet, which not only display ads but may
also steal user information or takeover the device; 150 generic malware applications, such as AV-pass,
FakeAV, FakeFlash/FakePlayer, GGtracker, and Penetho, which perform information theft, fraud, or
other malicious activities by masquerading as commonly used applications or services, and 1500 good
applications.

(4) GraphDapp Dataset: The GraphDApp dataset was selected by deploying the Wireshark tool on
campus laboratory routers at various universities in China. It focuses on monitoring the network traffic
generated when users access the top 40 most popular Ethereum distributed applications (DApps) using
a Chrome browser. Each DApp in the dataset has a corresponding network traffic record, detailing
the number of traffic packets per DApp, such as Joyso (395 traffic), Bancor (290 traffic), and Idex
(3119 traffic). For Development tool classes: Oxdrop (5016 traffic), Golem (2207 traffic), Financial
services UQUID (7290 traffic), Aave Protocol (4004 traffic). The dataset contains information such
as access time, source and destination IP addresses, port number, protocol used, packet length, and
TCP/IP flag, but does not include encrypted payload content to protect user privacy and data security.

4.3 Result

This subsection explores the interpretability of FMG and the performance of the TMC-GCN
mode. First, the stream and graph edit distances were used to test the interpretability of the FMG.
Next, the performances of TMC-GCN and other classifiers were evaluated. Finally, parameter
adjustment and ablation experiments are performed on the proposed model.

4.3.1 FMG Test Results

In this study, the flow distance and Graph Edit Distance (GED) [36], based on packet length
sequences were used to measure the similarity in FMG, with smaller distances indicating greater
similarity. For each of the 38 application categories, 20 streams were randomly selected for each
category for pairwise distance calculation. Because of the high computational load of the GED, only
five flows per category were selected for these calculations. The results are displayed in Fig. 4a and
4b. In each figure, the dots (blue in Fig. 4a and red in 4b) indicate the average intraclass distance
within the same application, whereas the boxplots illustrate the typical interclass distances with other
applications. By comparing Fig. 4a and 4b, the following conclusions can be drawn:

(1) In the box plot of the flow distance with length sequences, there were no cases in which the
intraclass distance was smaller than the minimum interclass distance. This implies that when using
a flow distance with a length sequence, the discrimination between the intra-class and interclass
distances is not obvious, and it is difficult to effectively distinguish flows in the same application from
flows in different applications. Almost all intraclass distances of the FMG graph edit distances were
smaller than the minimum interclass distances. This shows that when using the graph edit distance,
the discrimination between the intraclass and interclass distances is very clear and flows in the same
application can be effectively distinguished from those in different applications.

(2) For the flow distance using the length sequences, all intraclass distances exceeded the median
of the interclass distances (blue line in Fig. 4a). Conversely, in the FMG graph edit distance, all
intraclass distances were below the median of the interclass distances (red line in Fig. 4b). This suggests
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that the flow distance with length sequences exhibits considerable uncertainty and instability when
dealing with flows from different applications, with a lack of a clear distinction between intraclass and
interclass distances, leading to limited robustness and reliability of the similarity measure. By contrast,
FMG’s graph edit distance demonstrates clear discrimination between different application flows, with
a pronounced difference between intraclass and interclass distances, confirming its robustness and
reliability as a similarity measure.

Figure 4: Boxplots of distances in data sequences and graphs (The left picture is (a) Boxplot of flow
distance with packet-length sequences; The right picture is (b) Boxplot of GED for FMG)

4.3.2 Performance Test Results of TMC-GCN

(1) The TMC-GCN model demonstrated superior performance compared with the other models
on the CICIOT2023, ISCXVPN2016, CICAAGM2017, and GraphDapp datasets, as shown in
Table 2. In particular, on the CICIOT2023 and GraphDapp datasets, TMC-GCN significantly outper-
formed the competitors. Although it trails App-Net by a few percentage points on the ISCXVPN2016
dataset, the difference is minimal. Overall, TMC-GCN led by several percentage points across various
metrics, highlighting its robust capability to handle complex datasets by effectively capturing intricate
relationships and structural data.

Table 2: Results of different models on four datasets
Methods Dataset CICIOT2023 ISCXVPN2016 CICAAGM2017 GraphDApp

Models AC/PR/RC/F1 AC/PR/RC/F1 AC/PR/RC/F1 AC/PR/RC/F1

DL CNN+D 0.7280/0.7132/0.7056/0.7307 0.8330/0.8425/0.8400/0.8423 0.8534/0.8309/0.8604/0.8559 0.7132/0.7024/0.7259/0.7107
AppScanner 0.8867/0.8802/0.8314/0.8911 0.8932/0.8327/0.8415/0.8371 0.9153/0.8534/0.8041/0.8372 0.8127/0.8469/0.8105/0.8342
MIMETIC 0.8025/0.7839/0.7584/0.7919 0.8324/0.8541/0.8415/0.8477 0.7935/0.7652/0.8011/0.7828 0.7143/0.7115/0.6015/0.6086
FS-Net 0.8639/0.8404/0.8349/0.8322 0.9233/0.9263/0.9117/0.9189 0.9044/0.8936/0.9012/0.8974 0.8426/0.8015/0.8139/0.8077
App-Net 0.9358/0.9029/0.9145/0.9189 0.9521/0.9476/0.9504/0.9490 0.8739/0.8798/0.8670/0.8704 0.8523/0.8133/0.8024/0.7963

GraphDL GraphDapp 0.8779/0.8549/0.8321/0.8433 0.7053/0.6537/0.7024/0.6772 0.7864/0.7059/0.7413/0.7532 0.9245/0.9342/0.9175/0.9160
FB-GNN 0.9024/0.8913/0.9102/0.9006 0.8574/0.8371/0.8245/0.8307 0.9283/0.9201/0.9319/0.9259 0.9311/0.8947/0.8936/0.9040
TMC-GCN 0.9613/0.9614/0.9792/0.9701 0.9324/0.9305/0.9152/0.9221 0.9543/0.9568/0.9462/0.9454 0.9731/0.9683/0.9600/0.9852



CMC, 2025, vol.82, no.2 3193

(2) Table 2 shows that the TMC-GCN model excels across four datasets—CICIOT2023,
ISCXVPN2016, CICAAGM2017, and GraphDapp—in key performance metrics such as accuracy
(AC), precision (PR), recall (RC), and F1 score (F1). Whereas other models may perform well on
specific datasets, TMC-GCN exhibits greater stability in different tasks. For example, although
GraphDapp and FB-GNN exhibit strong results on their respective datasets, they fall short of
the others, underscoring the superior capability of TMC-GCN in handling complex datasets and
cross-domain applications. This highlights TMC-GCN as a versatile classifier and demonstrates the
effectiveness of jump-order edges in FMG.

(3) Drawing inspiration from the GraphDapp model cited in the literature [12] and enhancing
it by adding jump-order edges, the TMC-GCN model was redesigned to improve performance. As
depicted in Figs. 5 and 6, TMC-GCN exhibited superior performance on the GraphDapp dataset
across 38 randomly selected categories. The model consistently achieved a TPR above 0.94, indicating
high accuracy in identifying positive examples, and maintained an FPR below 0.004, highlighting its
precision. Accuracy rates generally exceed 0.95, confirming the reliability of the model. In addition,
the recall and F1 scores were strong, demonstrating the effective coverage of positive samples by TMC-
GCN and its ability to balance precision and recall. These findings highlighted the stability and high
recognition accuracy of the TMC-GCN model.

Figure 5: TPR and FPR test results for different categories
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Figure 6: Precision, F1 score, and recall for 38 random app categories in the GraphDapp dataset

4.3.3 Hyperparameter Selection

In this section, the conventional and key parameters used by the TMC-GCN are introduced, and
their influence on the trade-off between the classification performance and training speed in each
epoch is studied. Because the data in different datasets affected the judgment of the hyperparameters,
the GraphDapp dataset was used for the experiment.

(1) General parameters: Table 3 lists the test accuracy and training loss for various batch sizes.
The training speed (TS) significantly increased with larger batch sizes; for example, a batch size of
2 required 302 s/epoch, whereas a size of 64 required only 24 s/epoch, indicating the efficient use of
computational resources and faster training. The highest test accuracy of 0.9784 was achieved with a
batch size of 64, indicating optimal learning at this size. Table 4 shows the test accuracy for different
learning rates with significant variations. Extremely low (10−6) or high (5 × 10−3) learning rates lead to
slow convergence or oscillation during training, respectively, hindering optimal solution attainment.
However, a learning rate of 5 × 10−4 yielded the highest test accuracy of 0.9885, indicating stable
convergence to the optimal solution. Fig. 7 shows that after 25 epochs, the changes in training loss
and accuracy were minimal, making further training less beneficial. Therefore, 25 epochs was a good
balance, ensuring good model performance while saving time and computational resources.
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Table 3: Results of batch size on training speed and accuracy of TMC-GCN

Size 2 4 6 8 16 32 64 128

AC 0.8750 0.8987 0.9196 0.9329 0.9544 0.9784 0.9647 0.8750
TS 302 160 83 67 43 24 17 160

Table 4: Influence of learning rate on TMC-GCN accuracy

LR 10−6 5 × 10−6 10−5 5 × 10−5 10−4 5 × 10−4 10−3 5 × 10−3

AC 0.5144 0.8835 0.9554 0.9783 0.9801 0.9885 0.9808 0.9756

Figure 7: Effect of epochs on training loss and test accuracy

(2) Key parameters: The success of this study hinged on the construction of the FMG, with the
number and length of packets being crucial factors. Insufficient packets result in fewer diverse FMGs
per flow, hindering classification. Conversely, an FMG built with too many or too long packets
becomes overly complex, increasing time costs and diminishing model performance. The effects of
packet number and maximum packet length on the TMC-GCN are detailed below.

Maximum number of packets: We analyzed 171,403 streams from 19 classes in the GraphDapp
dataset. As listed in Table 5, the performance of the models (AC, PR, RC, and F1) improved as the
Packet Number increased, peaking at 160 packets. Beyond this, performance metrics such as AC, PR,
RC, and F1 began to decline, as exemplified by the lower scores at 240 packets than at 160 packets.
Despite the increased construction and training times for FMG with higher packet numbers, they
were still within acceptable limits. This suggests that a Packet Number of 160 optimally balances
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performance and computational efficiency, effectively capturing the necessary flow information for
optimal classification without overcomplicating the model.

Table 5: Effect of the number of packets on FMG construction and performance of TMC-GCN

Packet
number

FMG construction
time (s)

AC PR RC F1 Train time (s)

40 1938 0.8924 0.9101 0.8932 0.9142 574
80 2282 0.9348 0.9414 0.9171 0.9252 585
120 2750 0.9543 0.9561 0.9506 0.9637 611
160 2908 0.9741 0.9794 0.9689 0.9716 637
200 3657 0.9731 0.9683 0.9600 0.9852 650
240 3729 0.9655 0.9579 0.9438 0.9671 659

Maximum packet length: Before constructing an FMG, packet lengths must be corrected. If a
packet length exceeds the maximum allowed, it is split into multiple packets, retaining the original
symbol for normalization. As shown in Table 6, the FMG construction time initially increases with
packet length but then decreases because fewer packets need to be split. At a packet length of 1500
B, the model performance indicators (AC, PR, RC, and F1) reached their highest values. Although
the construction and training times increased slightly, they remained within acceptable limits. This
indicates that a packet length of 1500 B strikes an optimal balance between information content and
redundancy, reducing the packet splitting complexity and enhancing the construction and training
efficiency, resulting in the best classification performance.

Table 6: Effect of packet length on the performance of TMC-GCN

Maximum
packet length

FMG construction
time (s)

AC PR RC F1 Train time (s)

800 3604 0.9542 0.9584 0.9531 0.9602 593
1000 3631 0.9701 0.9709 0.9728 0.9681 551
1200 3684 0.9725 0.9679 0.9712 0.9704 554
1500 2829 0.9741 0.9794 0.9689 0.9716 637

4.3.4 Ablation Experiment

In this subsection, the baseline model TMC-GCN is tested through ablation experiments, and the
influence of the original features of the vertices and jump-order edges in FMG on the model is tested
by having jump-order edges and changing the original features of the vertices (packet length).

(1) Effect of jump-order edges in FMG on the model

This part analyzes the importance of jump-order edges in FMG, selects 19 types of traffic, a total
of 34,304 flows for testing, and compares the trained TMC-GCN model as the baseline model with
the “FMG” model without adding jump-order edges as the input, called Model_1 here. The results
are shown in the confusion matrix in Fig. 8, where TMC-GCN is significantly different from Model_1
in terms of classification performance. TMC-GCN outperforms Model_1 in multiple categories, as



CMC, 2025, vol.82, no.2 3197

the higher diagonal elements of the confusion matrix indicate the number of correct classifications.
For example, the number of correct classifications of class 0 for TMC-GCN was 1805, while that
for Model_1 was only 760. Similarly, TMC-GCN had 9676 correct classifications in Class 4, whereas
Model_1 had 8405 correct classifications. In addition, the correct classification number of TMC-GCN
was significantly higher than that of Model 1 for multiple categories, such as categories 8, 14, and 18.

Figure 8: Performance comparison between the baseline model and the jump-order edge free model

This shows that the introduction of reordering edges significantly improves the classification
performance of the model, particularly for complex categories and categories with a large number
of samples. By capturing the relationship between distant vertices (packets in the same direction) in
the graph structure, the jump-order edge enhances the model’s ability to perceive global information,
thereby improving the classification accuracy. In contrast, Model_1 relies only on local neighborhood
information, which cannot effectively capture the relationship between distant vertices, leading to a
decrease in classification performance. The excellent performance of the TMC-GCN shows that the
jump-order edges in the FMG play a key role in the model, which can significantly improve its global
information capture ability and classification accuracy.

(2) The influence of the original characteristics of vertexes (packet length with direction) on the
model in FMG

In this part, the original feature of the vertex, namely, the packet length with direction, is replaced
by the zero matrix during input. At this time, the “FMG” only has the topology of the traffic, but
does not have the original feature. These data were used as the input for the model training, defined as
Model_2. The results are shown in Fig. 9, and a comparison of the two confusion matrices indicates
that TMC-GCN (left panel) performs significantly better than Model_2 without the packet length
feature (right panel) on multiple categories. For example, the number of correct classifications in class
0 was 1805 for TMC-GCN, whereas that in Model_2 was 207. Similarly, TMC-GCN had 3769 correct
classifications in class 14, whereas Model_2 had only 1744.
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Figure 9: Performance comparison between the baseline model and the vertex-free original feature
(packet length) model

The introduction of the packet length feature as a vertex feature significantly improved the clas-
sification performance of the model. This is because the packet length feature can provide important
information about the network traffic and help the model better distinguish between different classes
of traffic patterns. Specifically, packet length characteristics can capture the characteristics of different
types of traffic when transmitting data; for example, some specific applications or protocols may
produce packets of a specific length. By introducing these features, the model can identify and classify
different types of traffic more accurately, thereby improving the overall classification accuracy. The
excellent performance of TMC-GCN shows that the packet length feature plays an important role in
the network traffic classification task, which can significantly improve the classification ability and
accuracy of the model.

5 Conclusion

In this study, we explored the problem of encrypted traffic classification based on neural networks
by fusing GNN variants of the GCN and MLP. FMG and TMC-GCN models for the FMG setting
were proposed, and the encrypted traffic identification task was transformed into a graph classifi-
cation problem suitable for multiple data sources and application scenarios. Tests on multidomain
datasets, such as CICIOT2023, ISCXVPN2016, CICAAGM2017, and GraphDapp, show that the
performance of the TMC-GCN model using FMG as the network traffic topology structure graph is
not only superior to other models but also stable and efficient on different domains and datasets.
However, although the construction cost of FMG and the computational cost of TMC-GCN are
within the acceptable range, there is still room for improvement. In the future work, firstly, we will
further optimize the construction algorithm of FMG from the perspective of time complexity and
space complexity. Secondly, we will design a more suitable model for FMG to further reduce the
computational cost of TMC-GCN. Finally, we will test the performance of our model against state-
of-the-art deep learning methods on large-scale network data.
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