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ABSTRACT

Abnormal network traffic, as a frequent security risk, requires a series of techniques to categorize and detect it. Exist-
ing network traffic anomaly detection still faces challenges: the inability to fully extract local and global features,
as well as the lack of effective mechanisms to capture complex interactions between features; Additionally, when
increasing the receptive field to obtain deeper feature representations, the reliance on increasing network depth
leads to a significant increase in computational resource consumption, affecting the efficiency and performance
of detection. Based on these issues, firstly, this paper proposes a network traffic anomaly detection model based
on parallel dilated convolution and residual learning (Res-PDC). To better explore the interactive relationships
between features, the traffic samples are converted into two-dimensional matrix. A module combining parallel
dilated convolutions and residual learning (res-pdc) was designed to extract local and global features of traffic at
different scales. By utilizing res-pdc modules with different dilation rates, we can effectively capture spatial features
at different scales and explore feature dependencies spanning wider regions without increasing computational
resources. Secondly, to focus and integrate the information in different feature subspaces, further enhance and
extract the interactions among the features, multi-head attention is added to Res-PDC, resulting in the final model:
multi-head attention enhanced parallel dilated convolution and residual learning (MHA-Res-PDC) for network
traffic anomaly detection. Finally, comparisons with other machine learning and deep learning algorithms are
conducted on the NSL-KDD and CIC-IDS-2018 datasets. The experimental results demonstrate that the proposed
method in this paper can effectively improve the detection performance.
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1 Introduction

With the popularization of the Internet of Things (IoT), many advanced technologies are
gradually changing people’s lifestyles; however, the increase in the number of IoT devices also means
an expansion of the attack surface. Hackers can exploit these vulnerabilities to launch attacks,
such as injecting malicious code or conducting man-in-the-middle attacks, that generate abnormal
traffic [1]. Network abnormal traffic has triggered various security problems, including distributed
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denial-of-service attacks, bandwidth abuse, abnormal software propagation, phishing and fraud,
botnet activities, cross-site scripting attacks, etc. [2]. These can lead to severe consequences, including
information leakage, fraudulent charges, malicious advertisement insertion, and even potential server
takeovers by hackers, further resulting in data breaches, tampering, and service disruptions [3,4]. These
issues seriously damage users’ legitimate rights and interests, disrupt the order of cyberspace, and
hinder the healthy development of the digital economy.

In this context, network traffic anomaly detection becomes particularly important. By continu-
ously monitoring network activities, it can quickly identify abnormal behavior, classify anomalous
traffic, and provide detailed analysis reports, thus giving administrators the basis for immediate
response measures. The effectiveness of network traffic anomaly detection directly affects the security
level of IoT. If the detection accuracy is not high, it can lead to false positives or negatives. Such
situations allow malicious activities to infiltrate the undetected system, posing potential threats to the
entire network. Therefore, improving the accuracy of network traffic anomaly detection is crucial for
strengthening [oT security defense systems. By continuously optimizing anomaly detection algorithms
and technical approaches, it is possible to more effectively defend against various cyber-attacks
targeting IoT systems, thereby protecting this expanding technological domain from harm.

Qayyum et al. [5] proposed a statistical analysis-based network anomaly traffic detection tech-
nique, which focuses on establishing a normal traffic model and setting a normal baseline. When
performing anomaly traffic detection, any deviation from the baseline is considered abnormal traffic.
However, with the development of 10T, attack methods and abnormal traffic have become increasingly
complex and variable. Traditional network traffic anomaly detection methods are no longer able to
adapt to such rapid changes. Machine learning has been applied to network traffic anomaly detection,
with algorithms such as K-Nearest Neighbor (KNN) [6], Linear Discriminant Analysis (LDA) [7],
Support Vector Machine (SVM) [8], Naive Bayes (NB) [9], Decision Tree (DT) [10], and Random
Forest (RF) [11] being used to address security issues caused by abnormal network traffic. Deep
learning models, with their superior learning capabilities, can efficiently extract complex and deep
feature representations from large amounts of information, promptly capturing new attack techniques
or abnormal traffic patterns, thus providing more accurate and timely anomaly detection services to
respond to security issues caused by abnormal traffic.

Although deep learning techniques provide effective methods for the research of network traffic
anomaly detection, with the increasing complexity and variability of emerging network anomalous
traffic, existing methods still have the following shortcomings: 1) Due to the complex relationships
between network traffic features, existing methods often learn only from local, fixed-scale features,
failing to extract the interactive relationships between features at multiple scales. This approach ignores
the global associations and interactions between features. 2) In order to increase the receptive field of
the model and obtain deeper and more complex features, typically, the network depth is increased,
which leads to increased consumption of computational resources.

Based on the aforementioned issues, the main contributions of this paper are as follows:

a) In order to deeply explore the interactions between these features and the dependency rela-
tionships spanning wider areas, one-dimensional network traffic is converted into a two-dimensional
matrix. In this two-dimensional matrix, the contact surface between each feature and other features
increases significantly, not only enhancing the analysis of interactions between features but also
enabling the discovery of correlations spanning wider areas. This helps uncover crucial information
that may have been overlooked in one-dimensional analysis.
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b) A parallel dilated convolutional (pdc) structure with varying convolution kernel sizes is
proposed to extract local and global traffic features at multiple scales. By incorporating residual
modules into the pdc module, the input’s detailed features are preserved, and the training process
is accelerated, making the network converge more easily. This ultimately results in the formation of
a res-pdc module. By utilizing res-pdc modules with different dilation rates, it is possible to extract
local and global features at multiple scales, capturing multi-scale feature interactions under different
receptive fields, while also minimizing the increase in computational resource costs.

¢) To independently focus and aggregate information from different feature subspaces, enabling
each head to concentrate on different traffic characteristics and help the model better capture the
feature dependency relationships in traffic, multi-head attention is incorporated into the Res-PDC
model, ultimately forming multi-head attention enhanced parallel dilated convolution and residual
learning (MHA-Res-PDC) for network traffic anomaly detection.

d) Experimental results on the NSL-KDD and CIC-IDS-2018 datasets, compared with other
machine learning and deep learning algorithms, demonstrate that the proposed method in this paper
can effectively capture the spatial features of traffic and the interactive relationships between features,
thus improving detection performance.

The main framework of this paper is as follows:

Section | provides an overview of the research background, significance, and some fundamental
studies related to network traffic anomaly detection. Section 2 summarizes the existing methods for
network traffic anomaly detection and their shortcomings. Section 3 mainly introduces the model
proposed in this paper. Section 4 presents the experimental results and discussions, comparing and
analyzing the proposed algorithm with machine learning algorithms and deep learning algorithms.
Section 5 summarizes the improvements of the proposed algorithm in the aspect of network traffic
anomaly detection.

2 Related Work

As a critical security measure, network traffic anomaly detection aims to sensitively and accurately
identify various anomalous phenomena hidden in network data streams, thus effectively ensuring
the security and stability of network systems. Deep learning, with its exceptional automatic feature
learning capabilities, can capture extremely complex feature structures and efficiently handle large-
scale data challenges, demonstrating significant application value in many fields, including network
traffic anomaly detection.

Wang et al. [12] proposed an anomaly detection model based on a one-dimensional convolutional
neural network and verified through experiments that the model exhibits high accuracy in abnormal
traffic classification tasks. Subsequently, to explore the interaction between features, they proposed a
network traffic anomaly detection method based on Convolutional Neural Networks (CNN) [13]. This
method converts traffic into images, then utilizes these images as input to train the CNN, and finally
classifies abnormal traffic. Apart from CNN models, Long Short-Term Memory (LSTM) can also be
used for time-series modeling and processing of network traffic. Staudemeyer [14] proposed an LSTM-
based network traffic anomaly detection model, which was able to classify abnormal traffic more
accurately compared to CNN on the KDD-cup99 dataset. Kim et al. [15] proposed an LSTM-based
network traffic anomaly detection method utilizing language modeling. They conducted experiments
on the KDD-cup99 [16] dataset and achieved an accuracy rate of 0.998 in binary classification
experiments.
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Besides CNN and LSTM models that can detect abnormal traffic, these two models can also
be fused. Yao et al. [17] constructed a hybrid model combining CNN and LSTM for network traffic
anomaly detection. This model cleverly utilizes CNN to capture spatial feature patterns in traffic data,
while leveraging the LSTM module to deeply explore its inherent temporal dynamic characteristics.
These two types of features are effectively integrated within the model, forming a multi-dimensional
and comprehensive feature representation, which enhances the ability to finely characterize network
traffic features and significantly improves the accuracy of anomaly detection.

Gao et al. [18] first applied Deep Belief Network (DBN) to the field of network traffic detection
and proposed a network traffic anomaly detection method based on DBN. This method exhibits
better robustness and generalization capabilities compared to CNN and LSTM. Zhang et al. [19]
proposed a network traffic detection model based on DBN and SVM, combining neural networks
with machine learning algorithms. Experiments were conducted using the CIC-IDS2017 [20] dataset,
and the results showed that compared to traditional machine learning algorithms, this model can
automatically extract features and improve the detection of low-frequency traffic. Tang et al. [21]
proposed a network traffic detection model based on DBN, a Stacked Autoencoder, and an attention
mechanism. This model first automatically extracts features through the Stacked Autoencoder, and
then captures important features of the traffic using the attention mechanism. After that, a deep neural
network is used to train the model. Experimental results show that the model achieves good accuracy
in detecting some low-frequency attack traffic.

Wang et al. [22] innovatively proposed a traffic anomaly detection method that integrates an
attention mechanism. This method first utilizes stacked sparse autoencoder technology to extract
deep features from network traffic data. Then, an attention mechanism is introduced to focus on
the most important features, thereby enhancing the model’s sensitivity to abnormal traffic. Finally,
a Bidirectional Gated Recurrent Unit (Bi-GRU) is employed to classify and detect the attention-
weighted traffic features. Jun et al. [23] proposed an RNN-based traffic detection model that utilizes
Gated Recurrent Units (GRU) to extract temporal features of traffic and a memory module to extract
overall features of traffic. This model addresses the issue of low detection accuracy for time-series
traffic data in traditional network traffic detection models. Xiong et al. [24] proposed a network traffic
detection method based on a weighted extreme learning machine. This method uses an improved slime
mold optimization algorithm to optimize the parameters of the weighted extreme learning machine,
aiming to achieve optimal classification results. Experiments show that this method can improve the
detection rate of small samples. Yun et al. [25] proposed a network traffic detection model based on
cost-sensitive constraints. For the difficulty of classifying imbalanced traffic data, this model utilizes
a cost-sensitive algorithm to assign costs to features of different categories, thereby obtaining optimal
features. Experimental results show that this method effectively addresses the impact of imbalanced
data on model training, thus improving the detection accuracy of minority classes.

Gan et al. [26] proposed a CNN-based network traffic detection model. This model first performs
oversampling on minority samples and introduces a loss function based on a gradient coordination
mechanism, which pays more attention to samples that are difficult to classify. Experiments show
that this model effectively addresses the issue of model bias caused by imbalanced data and improves
detection performance. Mu et al. [27] constructed a composite model that integrates CNN, LSTM, and
an attention mechanism for network traffic anomaly detection. This model demonstrated outstanding
performance on the CIRA-CIC-DoHBrW-2020 dataset, achieving a detection accuracy rate of up to
99.41%. Subsequently, Yang et al. [28] proposed a traffic detection method that combines a double-
layer bidirectional LSTM with a hierarchical attention mechanism. Evaluation results on public
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datasets show that this method outperforms many traditional machine learning methods in terms
of accuracy, recall, F1-Score, and other evaluation metrics.

3 Proposed Model
3.1 Res-PDC Model

As shown in Fig. I, the overall design process of the whole network model begins with the
collection and preprocessing of datasets, which include NSL-KDD and CIC-IDS-2018. The data
preprocessing steps involve handling missing values, encoding categorical features, normalization,
and generating a two-dimensional matrix. Next, the processed data is fed into the network model

for training and prediction, ultimately yielding the final classification results.
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Figure 1: The overall design process of the whole model

3.1.1 Data Preprocessing
The process of data preprocessing is illustrated in Fig. 2.
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Figure 2: The process of data preprocessing

Firstly, for network traffic data, during transmission, packets may be lost or damaged due to
various reasons such as network failures or hardware issues, resulting in incomplete data at the
destination. In the CIC-IDS-2018 dataset, some types of data may have missing values. However, the
number of samples with missing values is not significant, and deleting these samples with missing
values will not significantly impact the performance of the model.

Secondly, since some features of network traffic are categorical, it is necessary to perform one-
hot encoding on these categorical features. This ensures the uniqueness of the feature vectors after
encoding. In the NSL-KDD dataset, categorical features such as protocol type, flag, and service are
encoded. For example, the one-hot encodings for the tcp, udp, and icmp features of protocol type
can be represented as (1,0,0), (0,1,0), and (0,0,1), respectively. The attribute values of flag and service
can be represented as 70-dimensional and 11-dimensional binary encodings, respectively. In the CIC-
IDS-2018 dataset, there are no categorical features, so there is no need to convert categorical features
into numerical values or perform one-hot encoding. Therefore, only the temporal features need to be
transformed into numerical form to adapt to the model training.
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Then, since each type of feature in network traffic has a different scale, it is necessary to normalize
the One-Hot encoded features to eliminate the scale differences. This prevents the model from being
overly sensitive to a single feature and avoids an imbalance in feature weights due to different scales.

X — Xmin

Xnormal = —————— (1)
Xmax — Xmin

where X,,,... 1S the normalized value of the feature, x,,;, and x,,,, are the minimum and maximum values
of each attribute feature, and x is the original feature value.

Finally, generation of the two-dimensional matrix. The normalized features are filtered using a
variance-based feature selection method to eliminate those features that contribute little to the model.

1 : ,
0t (X) = — > (Y — it (X)) (2)

where #n is the number of samples, x;; is the value of the ith feature in the kth sample, and u (X;) is the
mean value of feature X;. A small variance in a feature indicates that its values across all samples are
relatively close and do not vary significantly, implying limited information content. Such features are
not very useful for model training, so in this paper, we choose to eliminate features with the smallest
variance. This process helps reduce dimensionality and eliminate noise, leading to improved model
performance. Furthermore, this process has been validated through multiple experimental results in
network traffic feature selection. The selected features are then converted into a n * n-dimensional
two-dimensional matrix.

3.1.2 The Design of the Res-PDC Model

In network traffic anomaly detection, the size of the receptive field can affect feature extraction
capability of the model, and a larger receptive field can extract features that contain more global
information. Firstly, the parallel dilated convolution module (pdc) utilizes convolution kernels of 1
x 1,3 x 3,and 5 x 5. Through a parallel structure, it captures features at different scales, resulting in
a richer feature representation.

Secondly, before the 3 x 3 and 5 x 5 convolutions, 1 x 1 convolutions were added, which can
significantly reduce the number of computational parameters while maintaining performance and
without reducing the size of the feature map, making the network more efficient. Then, average pooling
was incorporated into the fourth layer of the module. By undersampling the average value within
a local region, it reduces information redundancy and allows the network to focus more on global
features, preserving global information in the traffic flow. This helps prevent overfitting of the model.
After average pooling, a 1 x 1 convolution is added, which can maintain consistency in the number of
output channels without changing the size of the output feature map. A pdc module is formed.

Finally, a 1 x 1 convolution was added as a residual to the pdc module, enabling the network
to retain detailed features from the input and prevent the loss of some less important features. This
accelerates the training process and facilitates network convergence. A module res-pdc was formed, as

~

shown in Fig. 3, which depicts a schematic diagram of the res-pdc module.

The dilation rates in the res-pdc module were set to 1 and 2, resulting in two res-pdc modules with
different dilation rates. Firstly, the convolutions in the first res-pdc module used a dilation rate of 1,
which is equivalent to regular convolutions. By utilizing different-sized convolution kernels, it extracts
features of various dimensions and captures local features of the traffic flow, forming a mechanism
for multi-scale feature fusion. Secondly, after the first res-pdc module, average pooling was added. By
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reducing the size of the feature map, it can decrease the computational cost for subsequent layers and
prevent overfitting. The average pooling operation also helps to retain more detailed features of the
input. Then, a res-pdc module with a dilation rate of 2 is concatenated after the average pooling. This
increases the receptive field of the network, enabling it to better capture contextual information of the
traffic flow and learn more comprehensive features without adding additional computational burden.
Finally, a max pooling layer is serially connected after the res-pdc module with a dilation rate of 2.
By finding the maximum value within each pooling window and using it as the output, it helps the
network focus on more salient features. This completes the construction of the Res-PDC model.

7
- ’riri! Residual

|
’r‘ Feature o
’— 'ri! Maps

" m@nxn

Feature

\rA 4 Feature
'r'! Maps M

— ) m@n-n — Maps
\ri ) . Feature 4m@n-n
| '! Maps
°p m@nx=n

rir;‘,

Convlxl Conv3x3 Conv5x5

:rA Feature
-
| m@nxn

9

Avg_pooling
3x3

Figure 3: The structure design of res-pdc module

The final Res-PDC model was constructed as shown in Fig. 4. The entire model first includes
the construction of the pdc module, which is then combined with residuals to form a res-pdc module.
Subsequently, the model passed through a res-pdc module with a dilation rate of 1, followed by average
pooling. Then, it goes through another res-pdc module with a dilation rate of 2, with the addition of
max pooling. Finally, after flatten and fully connected layers, the classification detection is completed.
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3.2 MHA-Res-PDC Model

Firstly, the multi-head attention is able to capture the relationships between features from
different attention distributions. It allows the model to focus on and integrate information in different
subspaces, thereby generating richer and more comprehensive feature representations. Secondly,
parallel dilated convolutions excel at capturing multi-scale features. Incorporating the multi-head
attention into the Res-PDC model can further enhance the interaction between features based on this
foundation. Through multi-head attention, the model can weight and combine features at different
scales, leading to a more nuanced understanding and distinction between normal and abnormal traffic
flows. The steps to calculate the weighted average of multi-head attention are as follows.

Step 1: Initialize three vectors, namely Query, Key, and Value. Their initial values are obtained by
multiplying the corresponding vector X of each character in the input sequence with the weight matrix
W, W.,W,.

Query = W X 3)
Key = W, X 4)
Value = W X (5)

Step 2: Calculate the AttentionScore and the SoftmaxScore. These reflect the degree of correlation
between this character and characters at other positions, which in turn reflects the “attention” paid
to other positions. Perform scaling and normalization operations on the AttentionScore to obtain the
SoftmaxScore. In the Formula (7), d, represents the dimension.

Attention Score = Query - Key (6)
Attention Score
Softmax Score = softmax (—) (7
V.

Step 3: Finally, multiply each Value vector by the corresponding SoftmaxScore to obtain the
weighted sum, which is the AttentionValue for the first input.

AttentionValue = Value - SoftmaxScore ®)

By performing multiple linear transformations on the original Query, Key, and Value vectors, the
results are mapped into multiple subspaces. Repeat the process described above, and each resulting set
of outputs is referred to as a “head”. By concatenating all the “heads” together, the weighted values
of the multi-head attention are obtained.

Finally, by incorporating the multi-head attention into the Res-PDC model, a network traffic
detection architecture named MHA-Res-PDC is formed, which combines the advantages of spatial
multi-scale perception and attention mechanism. The final model structure is shown in Fig. 5.

4 Experiments Results and Discussions
4.1 Datasets
This paper selects the NSL-KDD and CIC-IDS-2018 datasets. The NSL-KDD dataset categorizes

network traffic into five major classes: Normal, DoS, R2L, U2R, and Probe. In the NSL-KDD dataset,
using all the training sets will make the model difficult to train and take a long time. To improve model
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training and enhance the model’s generalization ability, this experiment selects KDDTrain+ as the
training set and KDDTest+ as the test set. Table | summarizes the number of samples in the training
and test datasets in NSL-KDD.
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Figure 5: The model structure of MHA-Res-PDC
Table 1: Summary of training and test datasets in NSL-KDD
Dataset KDDTrain+20% KDDTrain+ KDDTest+ KDDTest-21
Total 25192 125,973 22544 11850
Normal 13,449 (53%) 67,343 (53%) 9711 (43%) 2152 (18%)
Dos 9234 (37%) 45,927 (37%) 7458 (33%) 4342 (37%)
Probe 2289 (9.16%) 11,656 (9.11%) 2421 (11%) 2402 (20%)
R2L 209 (0.8%) 995 (0.85%) 2754 (12.1%) 2754 (23%)
U2R 11 (0.04%) 52 (0.04%) 200 (0.9%) 200 (2%)

The CIC-IDS-2018 dataset includes benign traffic and attack traffic, where the attack traffic
comprises eight categories: Brute Force FTP (File Transfer Protocol), Brute Force SSH (Secure Shell),
DoS, Heartbleed, Web Attack, Infiltration, Botnet, and DDos. These eight types of malicious traffic
are further divided into 14 specific malicious attack traffic types. Each data entry contains 6 basic
features, 77 functional features, and 2 label features, totaling 85 features. Table 2 summarizes the
number of samples in the training and test datasets in CIC-IDS-2018.
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Table 2: Summary of training and test datasets in CIC-IDS-2018

Attack type Training data Testing data

Number Distribution Number Distribution
Benign 93,796 33.85% 40,106 33.24%
DDOS attack-HOIC 47,974 17.32% 20,416 16.92%
DDoS attacks-LOIC-HTTP 40,301 14.55% 17,298 14.36%
DoS attacks-Hulk 32,073 11.58% 14,062 11.65%
Bot 19,928 7.19% 8473 7.02%
SSH-Brute Force 12,078 4.36% 5459 4.52%
Infilteration 11,218 4.05% 4819 4.05%
FTP-Brute Force 9688 3.50% 4887 3.99%
DoS attacks-SlowHTTPTest 5802 2.09% 3297 2.73%
DoS attacks-GoldenEyes 3005 1.08% 1267 1.05%
DoS attacks-Slowloris 1023 0.37% 341 0.28%
Brute Force-Web 257 0.09% 105 0.09%
DDOS attack-LOIC-UDP 117 0.04% 57 0.05%
Brute Force-XSS 107 0.04% 44 0.04%
SQL Injection 56 0.02% 31 0.03%
Total 277066 120662

4.2 Evaluation Metrics

In machine learning and deep learning, evaluation metrics are used to assess the predictive
effectiveness of models. In this experimental study, several commonly used metrics are adopted as
evaluation indicators, including Accuracy, Precision, Recall, F1-Score, and the Receiver Operating
Characteristic (ROC) Curve.

TP+ TN
Accuracy = )
TP+ FP+ FN+ TN

where TP represents the True Positives, TN represents the True Negatives, FP represents the False
Positives, and FN represents the False Negatives.

TP
Precision = — (10)
TP+ FP
TP
Recall = — (11)
TP+ FN

. 2 % Precision * Recall

Fl = (12)

Precision + Recall

The ROC curve displays the performance of a model for different classes by plotting the True
Positive Rate (TPR) on the vertical axis and the False Positive Rate (FPR) on the horizontal axis. The
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closer the curve is to the upper left corner (i.e., high TPR and low FPR), the better the classification
performance is.

4.3 Results and Discussions

To more accurately analyze the threats posed by abnormal traffic, it is necessary to precisely
detect the specific types of abnormal traffic. Therefore, this paper conducted a multiclass classification
experiment for network traffic anomaly detection. Compared to binary classification models that
only distinguish between “normal” and “abnormal”, this approach is better suited to adapting to the
dynamic changes in network security threats. To validate the effectiveness of the proposed method,
two datasets were selected: NSL-KDD and CIC-IDS-2018.

Firstly, the Res-PDC model was compared with classical machine learning algorithms. Tables 3
and 4 show the experimental results comparing the Res-PDC model with DT, NB, and RF machine
learning algorithms on the NSL-KDD and CIC-IDS-2018 datasets.

Table 3: Comparison with machine learning algorithms on NSL-KDD (Res-PDC)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

DT 76.35 73.53 53.15 52.82
NB 44.17 49.59 30.65 30.59
RF 75.14 76.47 48.10 48.49
Res-PDC 80.48 81.40 56.57 58.30

Table 4: Comparison with machine learning algorithms on CIC-IDS-2018 (Res-PDC)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

DT 96.60 97.62 96.66 97.14
NB 65.54 74.61 83.91 70.41
RF 98.21 98.58 93.40 95.92
Res-PDC 99.48 98.53 97.50 98.15

According to Table 3, it can be concluded that on the NSL-KDD dataset, the Res-PDC algorithm
achieved favorable results in all four-evaluation metrics compared to the DT, NB, and RF machine
learning algorithms. Specifically, compared to the DT algorithm, the Res-PDC algorithm improved
the Accuracy, Precision, Recall, and F1-Score by 4.13%, 7.87%, 3.42%, and 5.48%, respectively.
According to Table 4, on the CIC-IDS-2018 dataset, compared to the RF algorithm, the Res-PDC
model improved the Accuracy, Recall, and F1-Score by 1.27%, 4.1%, and 2.23%, respectively. The
analysis shows that machine learning algorithms like DT, NB, and RF cannot effectively extract
features or capture the complex relationships between features when dealing with high-dimensional
network traffic data. However, the Res-PDC model is able to effectively capture both local and global
features, resulting in excellent classification performance.

Secondly, the Res-PDC model was also compared with deep learning algorithms. Tables 5 and 6
show the experimental results comparing the Res-PDC model with CNN [29], GRU, Bi-GRU [30],
and Transformer deep learning algorithms on the NSL-KDD and CIC-IDS-2018 datasets.
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Table 5: Comparison with deep learning algorithms on NSL-KDD (Res-PDC)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

CNN [29] 79.17 67.44 54.10 56.03
GRU 74.59 67.14 51.30 53.48
Bi-GRU [30] 76.73 79.65 53.49 54.44
Transformer 79.12 77.15 56.12 53.42
Res-PDC 80.48 81.40 56.57 58.30

Table 6: Comparison with deep learning algorithms on CIC-IDS-2018 (Res-PDC)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

CNN [29] 98.58 96.05 89.06 91.27
GRU 98.61 97.50 93.22 94.28
Bi-GRU [30] 99.35 97.91 92.42 94.21
Transformer 98.52 97.21 92.41 94.15
Res-PDC 99.48 98.53 97.50 98.15

According to Table 5, on the NSL-KDD dataset, the Res-PDC model achieved favorable results
in all four evaluation metrics compared to the CNN [29], GRU, Bi-GRU [30] and Transformer
algorithms. The Res-PDC model exhibits better detection performance compared to other algorithms.
According to Table 6, on the CIC-IDS-2018 dataset, compared to the Transformer algorithm, the Res-
PDC model improved the Precision, Recall, and F1-Score by 1.32%, 5.09% and 4.00%, respectively.

Analysis shows that while CNN [29] can extract local features, it does not fully represent the spatial
characteristics of network traffic. Although GRU and Bi-GRU [30] capture long-term dependencies
between traffic flows, they are clearly insufficient in extracting spatial features. Transformer may
encounter performance bottlenecks when handling long sequences, unable to capture sufficient feature
information. However, the proposed Res-PDC model, by utilizing PDC modules with different dilation
rates and employing multi-scale dilated convolution operations, extracts local and global features
at different scales, obtaining features with varying receptive fields and resulting in a comprehensive
spatial feature representation.

Finally, multi-head attention is added to the Res-PDC model, resulting in the final MHA-Res-
PDC model. Here, we first conducted ablation studies on the final model MHA-Res-PDC, and then
compared it with other algorithms. The ablation studies are shown in Table 7, indicating that the
combination of PDC + Residual + Multi-head Attention yields the best performance.

To validate the effectiveness of the final model MHA-Res-PDC, comparisons were made with
more recent algorithms on the NSL-KDD and CIC-IDS-2018 datasets.

According to Tables 8 and 9, firstly it can be concluded that the introduction of the multi-head
attention into the Res-PDC model, resulting in the MHA-Res-PDC model, led to significant improve-
ments in all four-evaluation metrics compared to Res-PDC. This demonstrates the effectiveness of
adding the multi-head attention, which allows the model to focus to and integrate information across
different feature subspaces.
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Table 7: Comparison of ablation studies

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

PDC 79.18 76.14 55.12 56.22
Res-PDC 80.48 81.40 56.57 58.30
Multi-head Attention+PDC 80.12 8241 56.40 58.45
MHA-Res-PDC 80.82 85.09 57.20 58.90

Table 8: Comparison of MHA-Res-PDC algorithm (NSL-KDD)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

ACO-DNN [31] 80.33 81.08 56.31 57.98
Attention-CNN-Bi-LSTM [32] 80.75 83.20 56.40 58.60
Res-PDC 80.48 81.40 56.57 58.30
MHA-Res-PDC 80.82 85.09 57.20 58.90

Table 9: Comparison of MHA-Res-PDC algorithm (CIC-IDS-2018)

Algorithms/Evaluation metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

ACO-DNN [31] 99.46 98.50 97.22 98.02
Attention-CNN-Bi-LSTM [32] 99.50 98.45 97.98 98.21
Res-PDC 99.48 98.53 97.50 98.15
MHA-Res-PDC 99.54 98.55 98.17 98.29

Furthermore, the final model MHA-Res-PDC was compared with Res-PDC, ACO-DNN [31],
and Attention-CNN-Bi-LSTM [32], the experimental results show that MHA-Res-PDC significantly
outperforms Res-PDC, but Res-PDC did not perform as well as Attention-CNN-Bi-LSTM [32]
overall. The reason for this is that Attention-CNN-Bi-LSTM [32] combines attention mechanisms,
one-dimensional convolutional neural networks, and bidirectional long short-term memory networks
to extract spatial and temporal features, while utilizing the attention mechanism to help the model
focus on important parts of the input data. Although Res-PDC has the ability to extract multi-
scale features, it lacks the capability to capture critical features that are important for network traffic
classification.

Finally, this paper calculated the model parameter counts of our proposed model and the
contrastive models. The parameter counts for Res-PDC and MHA-Res-PDC were found to be 77,449
and 99,822, respectively. Additionally, the parameter counts were calculated for models CNN [29],
GRU, Bi-GRU [30], Transformer, ACO-DNN [31], and Attention-CNN-Bi-LSTM [32], which were
555,217, 456,345, 2,930,193, 850,543, 894,523, and 1,112,023, respectively. Through experiments, it
was found that the final proposed model, MHA-Res-PDC, has the least number of model parameters,
indicating that this model possesses efficient detection capabilities.
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As shown in Fig. 6, the ROC curve diagram compares the performance of MHA-Res-PDC with
ACO-DNN [31], Attention-CNN-Bi-LSTM [32], and Res-PDC on the NSL-KDD dataset. Similarly,
Fig. 7 depicts the ROC curve diagram comparing the performance of MHA-Res-PDC with ACO-

DNN [31], Attention-CNN-Bi-LSTM [32], and Res-PDC on the CIC-IDS-2018 dataset.
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Figure 6: ROC curve diagram of four models (NSL-KDD)

From Fig. 6, for the categories of Normal, DoS, and R2L, the ROC curve of the MHA-Res-
PDC model is closer to the upper left corner compared to the other three algorithms, indicating
good classification performance. Meanwhile, the closer the Area Under the Curve (AUC) is to 1, the
better the classification performance. For the categories of Normal, DoS, and R2L, the AUC values
of the Res-PDC model are 0.95, 0.95, and 0.90, respectively, demonstrating excellent classification
performance. However, for the rare categories of R2L and U2R, since some classes in the test set do
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not exist in the training set, some hidden features may not be well learned. For these rare categories,
the AUC values of the MHA-Res-PDC model are 0.85 and 0.51, indicating relatively low detection
rates. Nevertheless, compared to the AUC values of the other three algorithms, MHA-Res-PDC
still achieves the highest AUC in these categories. In summary, the Res-PDC model exhibits good
classification performance, particularly for the majority of categories. While the detection rates for
the rare categories are not as high, the MHA-Res-PDC model still manages to achieve the best AUC
values among the compared algorithms.
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Figure 7: ROC curve diagram of four models (CIC-IDS-2018)

From Fig. 7, it can be observed that in most categories such as Benign, DDOS attack-HOIC,
and DDoS attacks-LOIC-HTTP, the ROC curve of the MHA-Res-PDC model is closer to the
upper left corner compared to the other three algorithms, indicating good classification performance.
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Furthermore, the AUC values of the MHA-Res-PDC are nearly 1.00, which signifies excellent
classification results. However, in the rare category of SQL Injection, the AUC value of the MHA-
Res-PDC model is nearly 1.00, which is also the largest among the AUC values of the other three
models.

In summary, the MHA-Res-PDC model demonstrates good classification performance in both
majority and minority categories.

5 Conclusion

The paper proposes a network traffic anomaly detection method based on parallel dilated
convolutions and residual learning. The designed parallel dilated convolution module is used to extract
more comprehensive spatial features, and its incorporation into the residual structure allows the
network to retain input details, accelerate the training process, and facilitate convergence. By utilizing
parallel dilated convolutions with different dilation rates and residual learning modules, the method
explores the interaction between features, extracts multi-scale features under different receptive fields,
and reduces the cost of computational resources. Furthermore, the addition of multi-head attention
enables the model to focus more on important features in feature subspaces, learning more diverse
feature correlations. Ultimately, a network traffic detection model with multi-scale feature fusion
and attention mechanism using minimal computational resources is formed. Effective validation
on the NSL-KDD and CIC-IDS-2018 datasets shows that the proposed method outperforms the
compared algorithms. However, while the proposed method achieves the best performance on the
NSL-KDD dataset, there are 16 types of malicious traffic in the test set that do not exist in the training
set, representing new malicious attack traffic. Additionally, the extreme imbalance in the dataset’s
categories leads to low detection rates for minority class samples, requiring further improvement in
overall performance. Real-world network traffic samples are extremely unbalanced. Therefore, future
research will focus on effectively addressing sample imbalance to solve the issue of model bias during
training and improve detection accuracy.
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