
Copyright © 2025 The Authors. Published by Tech Science Press.
This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

echT PressScience

DOI: 10.32604/cmc.2024.058103

ARTICLE

HMFM: A Method for Identifying High-Value Patents by Fusing
Multiple Features

Na Deng and Jiuan Zhang*

School of Computer Science, Hubei University of Technology, Wuhan, 430068, China
*Corresponding Author: Jiuan Zhang. Email: 102201089@hbut.edu.cn
Received: 04 September 2024 Accepted: 15 November 2024 Published: 17 February 2025

ABSTRACT

Rapid and accurate identification of high-quality patents can accelerate the transformation process of scientific
and technological achievements, optimize the management of intellectual property rights and enhance the vitality
of innovation. Aiming at the shortcomings of the traditional high-value patent assessment method, which is
relatively simple and seldom considers the influence of patentees, this paper proposes a high-quality patent method
HMFM (High-Value Patent Multi-Feature Fusion Method) that fuses multi-dimensional features. A weighted node
importance assessment method in complex network called GLE (Glob-Local-struEntropy) based on improved
structural entropy is designed to calculate the influence of the patentee to form the patentee’s features, and the
patent text features are extracted by BERT-DPCNN deep learning model, which is supplemented to the basic patent
indicator system. Finally a machine learning algorithm is used to assess the value of patents. Experiment results
show that our method can identify high-value patents more effectively and accurately.
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1 Introduction

Patent is an important driving force for the development of high and new technology, and the
transformation of patented technology achievements into practical applications can not only bring
economic benefits and competitive advantages to enterprises, promote scientific and technological
progress, but also strengthen intellectual property protection, optimize the innovation environment,
and comprehensively promote the development of technology, economy and society. However, the
low rate of transformation of patented technology achievements has also been a long-standing
problem. According to the data from the State Intellectual Property Office (SIPO) of China, the
industrialization rate of China’s invention patents in 2023 was only 39.6%, which still has a huge room
for improvement [1].

The identification of high-value patents is of great significance to the transformation of patents,
intellectual property management and the enhancement of innovation vitality. From the perspective
of enterprises, identifying and acquiring high-value patents can not only provide enterprises with
a clear direction of technological development, optimize resource allocation, avoid repetitive R&D,
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and circumvent potential risks in technological innovation, but also raise the technology barriers of
the enterprises, and safeguard their core competitiveness, so as to realize sustainable development
and long-term profitability. From the perspective of the country and the science and technology
management department, the accurate identification of high-value patents contributes to the rational
allocation of resources and the effective formulation of policies. The identification of high-value
patents can help resources tilt towards more innovative units or individuals, making the benefits of
resources be maximized. From the perspective of researchers, the identification of high-value patents
provides strong support and guarantee for their high-level innovation activities. Through applying
for and being granted high-value patents, researchers may receive more support such as funds and
resources, which motivates them to conduct more innovative research. To sum up, the identification
of high-value patents plays an important role in economic and social development.

With the advent of the big data era, traditional patent value assessment methods show deficiencies
in speed and accuracy when dealing with massive patent data. Most of the existing methods rely on
the indicator system, and the selection and weight setting of assessment indicators usually depend on
the experience of experts, affecting the objectivity and consistency of the assessment. In the existing
patent value assessment system, indicators such as the number of patent citations, the size of patent
family, and the life cycle of patents are usually used for evaluation. These indicators mainly rely on
quantitative data, easily ignoring the rich semantic information contained in the patent texts. Patent
text contains detailed technical description, innovation and legal protection scope, which are of great
significance for the comprehensive and accurate assessment of the technical value and market potential
of patents. Existing methods seldom consider these textual semantic features, resulting in a certain
degree of bias in the assessment results. In addition, the influence of the patentee is also a factor that
cannot be ignored. The technical strength, market position and innovation ability of the patentee have
an important impact on the practical application value of a patent. However, the existing valuation
system often ignores this factor.

Based on this, this paper proposes a high-value patent identification method HMFM (High-Value
Patent Multi-Feature Fusion Method) that integrates multiple features. The contributions of this paper
are as follows: (1) A high-value patent identification method HMFM incorporating multi-dimensional
features is proposed, which breaks through the limitations of existing methods relying on a single
feature to assess the quality of patents. (2) A weighted complex network node importance evaluation
method GLE (Glob-Local-struEntropy) algorithm with improved structural entropy is designed for
quantifying the influence of patentees in patent networks, which is an innovation in patent network
analysis.

2 Related Works

At present, there is no consensus on the definition of high-quality patents. Researchers have pro-
posed different criteria for measuring high-quality patents from different perspectives. For example,
Wu et al. [2] advocate that patent quality should be evaluated by the number of years it has been
maintained. They believe the fact that a patent can be maintained for a long period of time implies that
it has technological and commercial value, which can be used as an important indicator of high-quality
patents. Weinstein et al. [3] think that high-quality patents should be characterized by a high degree
of legal resilience and a low cost of patent maintenance from the view of legal stability. In addition,
Xu et al. [4] propose a more comprehensive evaluation standard. They argue that the evaluation of
patent quality should include technical progressiveness and economic efficiency. This view emphasizes
the dual contribution of patents in terms of both technology and economy.
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With the development of intellectual property rights, domestic and foreign scholars actively
conduct research on patent value assessment. The current research on patent value assessment mainly
starts from three dimensions, that is, technical dimension, legal dimension and economic dimension. In
the technical dimension, Trajtenberg [5] thinks that the number of patent citations is a more commonly
used indicator to evaluate the value of patents, but there are great limitations, such as different citation
habits in different technical fields. In addition, the number of citations may also be affected by strategic
citations and self-citations, which cannot fully reflect the real technical value and market potential of
patents. So scholars study the patent value indicators from the legal dimension, Nordhaus [6] believes
that the patent life determines the patent value, the longer the patent survival time, the higher its
technical value. Fischer et al. [7] believe that the number of patent citations and the number of countries
where the application filed are positively correlated with the patent value. Caviggioli et al. [8] find that
the number of inventors and the remaining life of the patent can better reflect the relationship with
patent value. Moreover, more indicators for assessing the value of patents are proposed, including the
survival period, the number of patent licenses, and the number of patent pledges, which are mainly
based on the economic dimension. However, these unidimensional value indicators are too one-sided.
Recently, researchers use multidimensional indicators to construct a patent value assessment system
to judge patent value more comprehensively [9].

Patent value assessment methods usually use various tools and techniques, such as statistical
analysis, market research, patent data analysis tools and models, to quantify the value of specific
patents or patent portfolios at the commercial, legal, and strategic levels. For traditional patent value
assessment methods, researchers mainly drawn on the cost, market and income approach commonly
used in valuation of intangible asset [10]. However, there are significant limitations. These limitations
stem from the unique nature of patents themselves, including their legal attributes, technological
innovation, and dynamic changes in the market environment, which make it difficult for traditional
intangible asset valuation methods to accurately reflect the actual value of patents. Therefore, patent
value assessment requires new technologies and methods to capture the potential value of patents more
accurately and quickly.

In recent years, with the development of machine learning technology, more and more scholars
began to use machine learning to assess the value of patents [11]. Ran et al. [12] propose a machine
learning based method, using AutoGluon classification algorithm, to quickly identify the actual value
of patents. Trappey et al. [13] apply deep learning models to evaluate the potential value of patents in
IoT domain. The results show that the accuracy of the model exceeds 95%. Xiao et al. [14] propose
an innovative patent value evaluation combination prediction model. This model integrates multiple
prediction methods and uses neural networks for training. Empirical results show that it has high
prediction accuracy and stability in patent value evaluation. Hu et al. [15] achieve automatic prediction
of high-value patents by constructing a multidimensional indicator system and using advanced
machine learning algorithms. Through the application of MIV algorithm, the contribution and impact
of various dimensional indicators are analyzed in depth, and the effectiveness and rationality of the
indicator system is verified.

In addition, other patent value recognition methods have also achieved good results. Wan et al. [16]
design a research method based on the theory of complex network to investigate the factors affecting
patent value. By constructing and analyzing the network relationships between patents, the flow of
knowledge in the innovation process is revealed. By capturing and tracking the propagation paths and
associations of knowledge in innovation activities, the relative value of patents in this network can
be well measured, providing a new perspective for evaluating the relative value of patents. Sun [17]
proposes an improved Black Scholes option valuation model. In traditional Black Scholes models,
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due to the inability to fully consider the interactions of multiple variables, valuation results often
have biases. With the introduction of genetic algorithms, this model can search and optimize in a
multidimensional parameter space, thereby more accurately reflecting the true value of patents. By
conducting sensitivity analysis on different variables, researchers can evaluate the specific impact of
various factors on patent value, such as market volatility, technology lifecycle, competition intensity,
etc. These factors can be quantitatively analyzed through models.

However, existing machine learning algorithms and other methods mainly rely on patent indi-
cators, without delving into the content of patent texts and the implicit patent value of patentees.
This limitation makes the evaluation results unable to reflect the potential technological value and
innovation level of the patent to a certain extent. HMFM proposed in this paper can effectively
compensate for this deficiency. By integrating multidimensional data, in-depth analysis of the content
of patent texts, the characteristics of patentees, and their innovative activities in the technical field,
high-value patents can be identified more comprehensively and accurately.

3 High Value Patent Identification Method

The methodology of this paper was originally designed to explore the key factors and influencing
mechanisms about high-value patents. Through in-depth observation of patents that have been
recognized by authorities as high-value or have generated significant economic benefits, we find that
the right holders of these patents are usually individuals or organizations that have significant influence
in their professional fields or industries. This influence may stem from their outstanding performance
in technological innovation, market development or policy formulation, enabling them to occupy a
favorable position in the process of patent application, protection and enforcement. Moreover, we
note the rich technical information contained in the text of the patent itself, which is important for
understanding the value and potential of the patent. High-value patents often cover leading-edge or
advanced technological content. Therefore, accurately interpreting and analyzing the technical details
and legal requirements in the text of a patent is important for assessing its commercial value and its
position in the innovation ecosystem.

HMFM proposed in this paper integrates multiple features of patents, including text features,
patentee features, and base indicator features, and improves the accuracy and reliability of patent value
assessment. The framework of the method is shown in Fig. 1.

The framework consists of a data preprocessing module, a patentee influence calculation module,
a text feature information extraction module, a multi-feature fusion module, and a patent value
prediction module. In the data preprocessing module, patent information is extracted from the patent
database, including basic attributes such as patent title, disclosure number, abstract, patentee, number
of citations, etc. The patent abstract and title are spliced and processed to form the patent text.
After that, the processed patent data are labeled. In the patentee influence calculation module, GLE
algorithm proposed in this paper is used to calculate the patentee influence. In the text feature
information extraction module, the BERT-DPCNN model is used to generate high-quality word
vectors for each text. In the multi-feature fusion module, feature splicing and Principal Component
Analysis (PCA) are used to fuse the basic indicator features, patentee indicator features, and text
features, to achieve dimension reduction and features’ fusion. In the patent value prediction module,
the fused features are fed into multiple machine learning classifiers, and the optimal model is selected
for high-value patent prediction. The flowchart of HMFM is shown in Fig. 2.
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Figure 2: The flowchart of the model HMFM

3.1 Selection of Patent Base Indicators

Patent indicators play an important role in the task of patent value assessment, and the scientific
selection of high-value patent indicators can help us identify the technical value and market potential
of patents. Common patent indicators can usually be divided into three main categories: technical
dimension, economic dimension and legal dimension. In order to assess the value of patents more
comprehensively, this paper selects the above three dimensions as the most basic patent indicators and
constructs a basic patent indicator system to provide an all-round assessment basis for patent value.
The indicators and specific descriptions selected in this paper are shown in Table 1.

Table 1: Base patent indicators

Category Norm Description

Technology Number of patents cited Number of patent citations to other literature
Number of citations Number of times a patent has been cited by other patents

during its lifetime
Number of homologues Number of all patent applications originating from the

same initial invention

(Continued)
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Table 1 (continued)

Category Norm Description

Economics Survival period The period of time during which a patent continues to
exist or be active during its life cycle

Number of licenses Number of times the patent has been granted to other
organizations or individuals for use during the period of
its validity

Number of pledges Number of times the patent has been pledged for a
financial loan

Legislation Number of weights Number of elements of technological innovation and legal
protection covered in patent documents

3.2 Patentee Influence Calculation

Few scholars have considered the patentee dimension in the current studies on patent value
assessment, and the neglect of the patentee dimension has led to the limitations of the existing
assessment methods in practical application. For example, the same patented technology in the hands
of different patentees may show very different market performance and technology scalability. Some
enterprises have strong R&D and marketing capabilities, and they can fully explore and utilize the
potential value of patents, while others may not be able to bring their patents into play due to limited
resources or lack of relevant experience. Therefore, this paper proposes the indicators of the number
of patentees and the influence of patentees from the dimension of patentees and integrates them into
the basic patent indicator system. Among them, the number of patentees indicates the cooperation
and resource investment involved in the R&D process of the patent, reflecting the complexity and
technical content of the patent. The influence of the patentee reflects the technical strength, market
position and resource advantages of the patentee. Patents owned by high impact patentees are usually
more likely to attract investors and partners and will have stronger competitiveness in terms of market
promotion and application landing.

In this paper, a weighted node importance assessment method in complex network called GLE
with improved structural entropy is proposed to identify the influence of patentees. The GLE
algorithm first defines the weighted degree of a node based on its degree and strength, and then
introduces structural entropy on the basis of the weighted degree to measure the influence of a node. In
order to effectively get the global position information of nodes, K-shell algorithm is introduced and
a new method of calculating the comprehensive structural information entropy of nodes is proposed.
Finally, the importance degree of the node in the network is obtained based on the structural entropy
of the node and the contribution of different neighbor nodes. The exact steps of the algorithm are
shown below:

Step 1: Extract patent data to form a weighted complex network G = (V, E, W), where patentees
are mapped as the basic nodes in the network; the patent co-operation relationships that exist between
patentees are mapped as the edges of the network; and the frequency of co-patenting between patentees
is mapped as the weight of the edge.
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Step 2: Calculate the strength of the node. The strength of node i is the sum of the weights of its
connecting edges. The definition is shown in Eq. (1).

Si =
∑

j∈N
W (i, j), (1)

where N is the set of direct neighbor nodes of node i.

Step 3: Calculate the weighted degree of the node with Eq. (2).

KS(i) = αKi + (1 − α)Si, (2)

where Ki is the degree of node i, Si is the strength of node i, and α is an adjustable parameter. Ki equals
to the number of edges of node i connected to other nodes in the graph.

Step 4: Calculate the selection probability Pij of node j for node I using Eq. (3).

Pij = KS (i)∑
j∈N KS (j)

. (3)

Step 5: Calculate the node structure entropy using Eq. (4).

H (i) = −
∑

j∈N
PijlnPij. (4)

Step 6: Introduce in the K-shell algorithm to calculate the comprehensive structural entropy of
the nodes. K-shell can effectively extract the global position information of the nodes in the network.
Based on this method, this paper proposes a new method to calculate the comprehensive structural
entropy of nodes in the network. The method not only covers the local information of nodes in the
network, but also includes the global information of nodes in the network. The formula for calculating
the comprehensive structural information entropy of a node is shown in Eq. (5).

SH (i) = −
∑

j∈N
PijlnPijKSj, (5)

where KSj is the KS value of node j.

Step 7: Importance of nodes. The importance of node i depends on the structural entropy of node
i and the contribution of neighbor nodes to it. The node importance of node i is defined as shown in
Eq. (6).

I (i) = SH (i) +
∑

j∈N

W (i, j)
Wmax

SH (j). (6)

Step 8: Output the importance of each node in the constructed network G along with its ranking.

The GLE algorithm can well calculate the cooperation influence of a patentee in a certain field.
If a patentee has no cooperation relationship with other patentees, we consider that the patentee has
low influence in the field and set its influence to 0. The pseudo-code of this algorithm is shown in
Algorithm 1. In Line 1, α is initialized; in Lines 2 to 4, the weighting degree of the node is calculated
based on the node degree and intensity; in Lines 5 to 6, the integrated structural entropy of the node
is calculated based on the weighting degree; the importance of the node is calculated in Lines 7–11.
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Algorithm 1: GLE
Input: Weighted Complex Networks G(V, E, W)
Output: The ranked list and Importance of each node
01) Initialize α
02) For i = 1, 2. . . do
03) node strength Si ← the weights of all the connected edges of node i
04) End for
05) For i = 1, 2. . . do
06) Ki ← the degree of node i
07) End for
08) For i = 1, 2. . . do
09) KS(i) ← αKi + (1 − α) Si

10) For j is neighbor of i
11) Pij ← KS(i)/

∑
jεN KS(j)

12) SHi ← − ∑
j∈N Pijln(Pij)KSj

13) End for
14) End for
15) Wmax ← maximum all edge weight W
16) For each direct neighbor node j of i

17) contribution of j to i Ij→i+ = ∑
j∈N

W(i, j)
Wmax

SHi

18) End for
19) I(i) ← SHi + Ij→i

20) sort(I,‘descend’)
21) End for

3.3 Text Feature Information Extraction

The abstract and title of a patent describes the core content and innovation of the invention,
and also contains key information such as technical field, technical scheme, technical effect, etc. By
analyzing the keywords, technical terms, innovation points in the abstract, the technical value and
market potential of the patent can be quickly understood. In this paper, we use the BERT-DPCNN
deep learning model to extract features from the patent text, to capture the information structure and
semantic association in the patent text more comprehensively. The model is shown in Fig. 3.

In this paper, for the coding layer of the text feature extraction model, we use BERT [18]. Unlike
traditional word vector methods such as Word2Vec [19] and GloVe [20], BERT efficiently can better
understand the contextual information of words through the bidirectional transformer architecture
[21]. Using BERT pre-training model, high quality patent text vectors can be generated, and the text
embedding representation of the patent text extracted by BERT is shown in Fig. 4.

In the input preprocessing part, BERT uses a Tokenizer to cut the patent text into sub-word units,
add special tokens [CLS] and [SEP] at the beginning and end of the sequence, and finally convert the
sub-words into the corresponding indicators after word splitting. When dealing with variable-length
text, padding is usually used to make all input sequences reach the same length. Assuming the input
text is W = [w1, w2, ..., wn], where w_i is the ith word, as shown in Fig. 4. BERT does word embedding,
paragraph embedding, and positional embedding for patent text to generate initialized word vector
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embedding representations E = [E[CLS], E1, E2 ..., En], and then BERT processes these initial embedding
vectors layer by layer to obtain the text vector representation T = [T1, T2, T3, ..., Tn].

Figure 3: Text information extraction model

Figure 4: Example of BERT training word vector representation

DPCNN is a kind of deep convolutional neural network [22,23], which can effectively capture
global and local features of text by using deep residual structure and region embedding methods. This
paper uses word vectors generated by the BERT pre-training model instead of the DPCNN’s region
embedding as input, which is passed into the DPCNN model, and the DPCNN gradually extracts
the high-level features of the text through deep convolutional layers, as shown in Fig. 5. The obtained
patent text vector T is input into the convolutional layer to extract preliminary local features. Then
the subsequent convolution operation is performed, two convolutions are performed in each residual
block to refine the feature extraction and obtain the feature C, which is calculated using Eq. (7).

C = W · σ (Ti) + b, (7)

P = MaxPooling (C). (8)
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The sequence length is gradually reduced through the maximum pooling layer, as shown in Eq. (8),
forming a pyramid structure, and finally obtaining the last obtained text vector W_d, which denotes
the 250-dimensional vector obtained after convolution through DPCNN. DPCNN model in this
paper uses 250 convolution kernels, each block contains two convolution operations, consisting of
two convolution functions with fixed convolution kernel of 3. Compared with the Sigmoid function,
Relu not only has lower computation, but also can effectively solve the gradient vanishing problem.
Therefore, we adopt the Relu activation function.

3.4 Feature Fusion and Prediction Module

In order to fully integrate the patent text information, patent base indicators, and patentee
influence features, we splice the patent text vector, patent indicator vector, and patentee vector in the
horizontal direction. Specifically, we merge the various types of feature vectors by columns to form a
new data matrix. The spliced matrix maintains the same number of rows as the original data, and the
number of columns is the sum of the columns of each feature set, as shown in Fig. 6. The advantage
of splicing in this way is that it can make comprehensive use of the information from different sources,
thus enhancing the representation of the data and improving the prediction performance of the model.
However, the dimension of the spliced data may be high, which can bring about curse of dimension.
To address this challenge, we introduce PCA method for dimension reduction. PCA is a commonly
used dimension reduction technique that reduces the dimension of the data by mapping the original
high-dimensional data into a low-dimensional space through linear transformations. When applying
PCA, we calculate the cumulative proportion of variance explained, which is a cumulative metric that
measures how much of the original data variance is explained by the first few principal components in
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total. Through the cumulative explained variance ratio, we can find the optimal dimension reduction,
i.e., to achieve effective dimension reduction of the data while retaining as much information of the
original data as possible.

Data pre-processing
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Patentee 
indicators

Patent Datasets

Patent text

Patent semantic vector 
(250 dimensions)

Vector of patent 
indicators (7 dimensions)

Patentee Vector
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Figure 6: Feature fusion module

In the patent value prediction module, the fused feature vectors are input into three machine
learning algorithms, SVM, RF, and XGBoost, and their performance is evaluated to find the optimal
model. The optimal patent value identification model is used to complete the subsequent patent value
prediction task. In this paper, the invention patents that won the China Patent Award in each province
from 2017 to 2022 are retrieved from the patent database, and the samples are randomly drawn
from the award-winning patents and the non-award-winning patents in equal amounts for prediction
and analysis. The specific prediction steps are as follows: firstly, the patent text is preprocessed and
converted into semantic vectors. After the semantic vectors are extracted, they are fused with the
patentee vectors and the base indicator vectors to form a more comprehensive feature representation.
This step of the fusion process ensures the effective combination of patent text information and
patentee information, which improves the predictive ability of the model. After that, the fused
feature vectors are processed and analyzed using the BERT-DPCNN model and the machine learning
algorithm. After completing the prediction, the corresponding prediction results are reflected from
the category labels of the sample patents.

4 Experiments
4.1 Experiment Data

The experiment data in this paper are retrieved from the Innojoy patent database [24], which
includes patent data from Hubei Province during 2017–2022, with the search formula (‘Hubei’) and
(PDY = ‘2022’ or PDY = ‘2021’ or PDY = ‘2020’ or PDY = ‘2019’ or PDY = ‘2018’ or PDY = ‘2017’).
We obtained 10,247 patents including 5247 high-quality patents and 5000 low-quality patents. Each
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patent includes patent application number, title, abstract, applicant, disclosure number, number of
rights, number of cited patents, survival period, number of citations, number of homologues, number
of licenses and number of pledges. Some of them are shown in Table 2.

Table 2: Some selected patent data after pre-processing

Patent application
number

Patent title · · · Homologous
number

Number
of
licenses

Number
of
pledges

CN201510386827.5 High-resolution optical push-scan
satellite steady-state re-imaging
sensor calibration method and
system

· · · 2 2 0

CN202410147681.8 Remote sensing target detection
method, apparatus, electronic
device and storage medium

· · · 2 0 0

CN201710813686.X A three-layer co-extruded
lithium-ion battery diaphragm
and its preparation method

· · · 1 0 0

CN202311744045.5 A steel dumping method for
steelmaking converters

· · · 2 0 0

CN202311413970.X Large power supply equipment
circuit board processing and
forming equipment

· · · 1 0 0

CN202410168244.4 A processing method for
composite circuit boards

· · · 2 0 0

CN201510332207.3 High-protein yeast extracts with a
mellow sensory flavour and their
preparation and application

· · · 4 0 0

CN202410026740.6 Back-illuminated image sensor
and its manufacturing method

1 0 0

CN202311527162.6 A kind of high-speed steel
processing and cutting equipment

1 1 0

CN202311408058.5 A track plate measurement
system and its measurement
method

1 0 0

SIPO now explicitly includes invention patents that have won the National Science and Technol-
ogy Prize or the China Patent Prize in the statistics on the number of high-value invention patents. Due
to the small number of invention patents awarded, we will also label patents that have been transferred
as high-quality patents. The transfer of patent usually involves the purchase and sale of intellectual
property rights, which is an important business behavior. The occurrence of a patent transfer often
means that the patent has high technical value and market potential. Based on the above analyses and
the high-quality patent labeling proposed in the literature [25], this paper formulates the following
patent quality labeling rules, which are shown in Table 3.
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Table 3: Patent quality labeling rules

Category Regulation

High-quality patents Receive national or provincial or municipal awards
Patents have been transferred before

Low-quality patents The patent has lapsed and no transfer of patentee has occurred

4.2 Experimental Environment and Metrics

The specific hardware parameters of the machine used for the experiments in this paper are shown
in Table 4. Python version 3.7 is built on the machine and PyTorch 1.13.1 environment is used for
training. Bert-base-Chinese is used as the BERT pre-training model. The parameter settings of BERT-
DPCNN model are shown in Table 5. We divide the training set, validation set, and test set in the
ratio of 8:1:1. During training, we let the model learn the data features through multiple epoch cycles
and monitor the changes in the model’s loss function and evaluation metrics. Stochastic Gradient
Descent (SGD) is also used as the optimizer, setting the learning rate to 2e−5. To reduce the risk of
overfitting, the dropout mechanism is used during training, which randomly sets the outputs of some
of the neurons to 0, so as to enhance the model’s generalization ability. We also adopt batch strategy
to update the model weights using 32 samples at a time. After each epoch in the training process, we
monitor the performance of the model on validation set.

Table 4: Experimental environment parameter configuration

Experimental environment Configuration parameters

GPU NVIDIA GeForce RTX 3060
CPU i7 8700
Memory 16 G
System Windows
Language Python 3.7
Operating environment PyTorch 1.13.1

Table 5: Model parameter configuration

Parameters Value

BERT output layer size 768
Optimizer SGD
Dropout 0.5
Learning_rate 2e−5
epoch 8
Batch_size 32
Loss functions Cross-entropy
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In this paper, the experimental model is evaluated using three metrics: accuracy (P), recall (R),
and F 1 value. These metrics can comprehensively reflect the performance of the model in the task of
identifying patent values. The calculation of these metrics is shown in Eqs. (9)–(11).

P = Tp

Tp + Fp

, (9)

R = Tp

Tp + Fn

, (10)

F1 = 2PR
P + R

, (11)

where Tp denotes the true positive number of patents. Fp denotes the false positive number of patents.
Fn denotes the false negative number of patents.

4.3 Multi-Feature Fusion

After feeding the patent text data into the trained BERT-DPCNN model, we obtain 250-
dimensional text vector data. Next, we extracted 7 base indicators shown in Table 1, and these
indicators form a 7-dimensional vector matrix, which can effectively reflect different aspects of patent
features. At the same time, this paper uses the GLE algorithm to calculate the influence of patentees.
The patentee vector, the patent base indicators vector, and the text semantic vector are fused to form
a 259-dimensional vector matrix, and the vector matrix is downscaled using PCA. The cumulative
variance contribution rate and the number of principal components is shown in Fig. 7, and the
cumulative proportion of explained variance is close to 99% when the principal component is 10, that
is, when downscaling the dimensionality to 10-dimensionality, it achieves the optimal dimensionality,
and preserves most of the original information. Meanwhile, we also find that when the patent base
indicator vector is only fused with the text semantic vector, the optimal dimension is 9.
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Figure 7: (a) Cumulative variance contribution rate and number of principal components after fusion
of patentees, patent base indicators and textual semantic vectors (b) Cumulative variance contribution
and number of principal components after fusion of patent base indicator vectors and textual semantic
vectors
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4.4 Comparative Experiments

We select Support Vector Machine (SVM), Random Forest Algorithm (RF) and XGBoost
Algorithm as classifiers to validate the effectiveness and superiority of the proposed methods. The
aim of the experiment is to determine the best parameter configuration by systematically tuning and
optimizing the parameters of the three machine learning models and evaluating their performance on
a given task. The optimal parameters of these three machine learning algorithm are shown in Table 6.

Table 6: Optimal parameters of three machine learning algorithms

Model Optimal parameters

RF Number of trees = 500
Max_deepth = 32

SVM Gamma = 0.05
Penalty coefficient = 0.05

XGBoost Learning_rate = 0.1
Max_depth = 7
Subsample = 0.8
N_estimators = 100

The paper begins with a basic experiment which uses only the base patent indicators as input
variables to the machine learning classifier, that is, no text data features or patentee-related features
are added. In this case, the dimension of the input vector is 7. As we can see in Table 7, the experimental
results show that the XGBoost algorithm performs optimally in this setting, with an accuracy of 0.841.
In addition, the average accuracy of all classifiers exceeds 0.8, which indicates that the machine learning
model is capable of predicting the patent value even if it relies only on the base patent metrics.

Table 7: Model comparison

Model Method Precision Recall F1

RF Basic experiments 0.792 0.774 0.783
+ text data 0.821 0.820 0.810
+ patentees 0.865 0.828 0.834

SVM Basic experiments 0.836 0.781 0.812
+ text data 0.852 0.823 0.824
+ patentees 0.880 0.932 0.857

XGBoost Basic experiments 0.841 0.832 0.821
+ text data 0.872 0.851 0.846
+ patentees 0.927 0.906 0.893

In the next study, this paper introduces patent text data features and combines them with
traditional patent indicator features. By fusing these two types of features, a comprehensive model
is constructed, which not only captures explicit indicators such as the number of patents and citation



CMC, 2025, vol.82, no.2 2251

frequency, but also mines out implicit technical details and innovations through the text data, thus
providing a more comprehensive and precise basis for the assessment of patent value. From the
experiment results, the performance of the three machine learning algorithms are improved to different
degrees after fusing the patented text data features. Specifically, the accuracy of RF is improved by
2.9%, the accuracy of SVM is improved by 1.6%, and the accuracy of XGBoost is improved by 3.1%.
This suggests that combining patent text content features with traditional patent indicator features
can improve the model’s effectiveness in identifying high-value patents.

After patent patentee indicators are added into the patent value recognition task, the experiment
results show that the accuracy, recall and F1 value of the model are all improved to different degrees,
and the overall performance of the model is further optimized. The accuracy of XGBoost reaches
0.927, which is the most obvious improvement. Moreover, compared with the basic experiments and
the experiments of adding the patent text data, the accuracy is improved by 8.6% and 5.5%, respectively.
In addition, we find that the main reason why certain patents are misclassified is that particular features
(such as the influence of the patentee and the legal status of the patent) may not adequately reflect the
actual value of certain patents.

4.5 Patent Value Forecast

Through the comparative analysis of the above experiments, it can be seen that the XGBoost
algorithm has a slight advantage in overall performance. Firstly, from the results of the basic
experiment, XGBoost (0.821) performs slightly better than RF (0.783) and SVM (0.812) in terms of
F1 score, which indicates that it has stronger robustness in dealing with the base feature data. When
text data is added, the performance of all algorithms improves, but the F1 score of XGBoost improves
from 0.821 to 0.846, which still maintains the leading position, indicating that it performs well in the
processing of semantic features. Eventually, when fusing the patentee’s metrics data, XGBoost’s F1
score further improves to 0.893, surpassing RF (0.834) and SVM (0.857), while its Precision (0.927)
and Recall (0.906) both reach the highest values, demonstrating its dual advantages in accuracy and
recall. Through these comparisons, we can conclude that XGBoost not only excels in the processing
of base features, but especially performs excellently after fusion of text and patentee data. It can more
effectively improve the overall performance of the model. Based on this conclusion, this paper chooses
BERT-DPCNN model and XGBoost algorithm as the optimal identification patent value model to
predict the patent value.

In this paper, 20 sample patents are randomly selected for prediction among the invention patents
that have won the China Patent Award and the patents that have not won any awards. Some of the
prediction results are shown in Table 8.

Table 8: Some of the prediction results

Patent application number Patent title Projected results

CN201510386827.5 High-resolution optical push-scan satellite
steady-state re-imaging sensor calibration method
and system

High-value patents

CN202410147681.8 Remote sensing target detection method,
apparatus, electronic device and storage medium

Low-value patents

(Continued)
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Table 8 (continued)

Patent application number Patent title Projected results

CN201710813686.X A three-layer co-extruded lithium-ion battery
diaphragm and its preparation method

High-value patents

CN202311744045.5 A steel dumping method for steelmaking
converters

Low-value patents

CN202311413970.X Large power supply equipment circuit board
processing and forming equipment

Low-value patents

CN202410168244.4 A processing method for composite circuit boards Low-value patents
CN201510332207.3 High-protein yeast extracts with a mellow sensory

flavour and their preparation and application
Low-value patents

CN202410026740.6 Back-illuminated image sensor and its
manufacturing method

High-value patents

CN202311527162.6 A kind of high-speed steel processing and cutting
equipment

Low-value patents

CN202311408058.5 A track plate measurement system and its
measurement method

Low-value patents

According to the prediction results, out of 40 patent samples, we successfully predicted 17 high-
quality patents and 16 low-quality patents with an overall recognition accuracy of 82.5%. Further
evaluation shows that the model has a precision of 80.95% in high-quality patent identification, a
recall (Recall) of 85%, and an F1 score of 82.93%, which indicates that the model is able to balance
the performance of precision and recall while maintaining a high level of accuracy. By analyzing the
confusion matrix of the model, as shown in Table 9. The results of identifying both high-quality and
low-quality patents show better classification results. These metrics demonstrate the effectiveness and
robustness of our method, which is not only able to achieve a more precise distinction between different
types of patents, but also maintains a stable prediction performance in the face of sample imbalance
and feature complexity. Taken together, these results validate the usefulness and promotion potential
of our model in patent quality identification.

Table 9: Confusion matrix for the sample

Prediction of high quality Prediction of low quality

Actual high quality 17 3
Actual low quality 4 16

5 Conclusions

By identifying high-value patents, enterprises and research institutions can better attract invest-
ment and partners, push technological achievements from laboratories to the market, and achieve
an organic combination of technological innovation and economic growth. The high-value patent
recognition method HMFM proposed in this paper fully utilizes the semantic information, base
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indicators, and patentee information of patent texts to improve the performance of high-value patent
recognition, providing a more comprehensive and refined perspective for scientific and technological
innovation research. Future research may focus on the combination of different patent feature
extraction methods and indicator fusion strategies, providing more references and guidance for patent
value evaluation.
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