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ABSTRACT

At present, salient object detection (SOD) has achieved considerable progress. However, the methods that perform
well still face the issue of inadequate detection accuracy. For example, sometimes there are problems of missed and
false detections. Effectively optimizing features to capture key information and better integrating different levels of
features to enhance their complementarity are two significant challenges in the domain of SOD. In response to these
challenges, this study proposes a novel SOD method based on multi-strategy feature optimization. We propose the
multi-size feature extraction module (MSFEM), which uses the attention mechanism, the multi-level feature fusion,
and the residual block to obtain finer features. This module provides robust support for the subsequent accurate
detection of the salient object. In addition, we use two rounds of feature fusion and the feedback mechanism to
optimize the features obtained by the MSFEM to improve detection accuracy. The first round of feature fusion
is applied to integrate the features extracted by the MSFEM to obtain more refined features. Subsequently, the
feedback mechanism and the second round of feature fusion are applied to refine the features, thereby providing
a stronger foundation for accurately detecting salient objects. To improve the fusion effect, we propose the feature
enhancement module (FEM) and the feature optimization module (FOM). The FEM integrates the upper and
lower features with the optimized features obtained by the FOM to enhance feature complementarity. The FOM
uses different receptive fields, the attention mechanism, and the residual block to more effectively capture key
information. Experimental results demonstrate that our method outperforms 10 state-of-the-art SOD methods.
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1 Introduction

For the salient object in an image, it can quickly attract people’s visual attention [1,2]. We can
detect the salient object quickly and accurately using the salient object detection (SOD) method. SOD
plays a significant role in many tasks, such as image compression [1], object recognition [2], object
tracking [3], robot navigation [4], and image segmentation [5,6].
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Currently, SOD based on natural images has been widely studied. Traditional SOD methods
need to manually design feature extractors to obtain the salient object [7–9]. Although traditional
SOD methods have good performance, they are difficult to extract the salient object in a complex
scene accurately. In recent years, the advent of the fully convolutional network (FCN) [10] has made
the FCN-based SOD methods become a hot research topic [11,12]. FCN-based SOD methods no
longer need to manually design feature extractors and can automatically capture useful information.
At present, many scholars have designed many methods to detect the salient object. Zhang et al. [13]
designed a trifurcated cascaded refinement network, which detects the salient object by methods such
as noise suppression, multi-level feature fusion, and context-aware feature learning. Gupta et al. [14]
designed a gate-based context extraction module to detect the salient object. Liu et al. [15] designed
feature aggregation and global guidance modules to fuse different information and guide location
information. Tan et al. [16] designed a collaborative complementarity module to better capture key
information. Xu et al. [17] designed a multi-source feature extraction network, which detects the salient
object by methods such as feature fusion, edge detection, and saliency map refinement. Lad et al. [18]
used the wavelet scattering network to capture the texture information to improve the detection
accuracy. Sun et al. [19] proposed a selective feature fusion network to better fusion features. Although
some existing methods show decent performance, they still have the problem of insufficient detection
accuracy.

Currently, SOD faces two difficult problems. 1. The extracted features often contain a lot of
useless information, which causes serious interference to the subsequent accurate detection of the
salient object. How to optimize the features more effectively to better capture the key information
is a difficult problem. 2. Different levels of features contain complementary information. How to
better integrate these features to make them better complement is a difficult problem. Aiming at
these problems, we propose a new SOD method based on multi-strategy feature optimization. In
the proposed method, the multi-size feature extraction module (MSFEM) is proposed to optimize
different levels of features. Low-level features reflect the original characteristics of features. High-
level features contain a large amount of semantic information, they are crucial for understanding the
deeper meaning of complex scenes. The residual block can be well used to capture the deeper level
of semantic information. The attention mechanism can help the model to better deal with the key
information. The MSFEM divides different features into 4 levels. By fusing the first 3 levels of features
using the attention mechanism and summation and using residual blocks for further processing, the
finer low-level features of different sizes can be obtained. By processing the 4th level of features by
the residual block, the finer high-level features can be obtained. Compared to the commonly used
method of directly applying different levels of features to the next modules, the MSFEM can obtain
finer features to better apply to the next modules. Inspired by [20] and [21], we use two rounds of
feature fusion and the feedback mechanism to obtain the final salient object by further processing the
features obtained by the MSFEM. Two rounds of feature fusion and the feedback mechanism can be
well used to further optimize the features to improve the detection accuracy. Although the existing two
rounds of feature fusion and the feedback mechanism have excellent performance, the feature fusion
methods have some drawbacks. The method of Wu et al. [20] lacks attention to the target object, which
is not conducive to processing key information, and does not further optimize the fused features to
capture deeper semantic information. The method of Wei et al. [21] also faces the same problem.
Aiming at these problems, inspired by [20] and [21], we propose the feature enhancement module
(FEM) to better realize feature fusion. The FEM first fuses the upper and lower features to achieve
bi-directional enhancement of features, then fuses the features obtained by the feature optimization
module (FOM) to better focus on the target object, and finally uses residual blocks to capture the
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deeper level of semantic information. For the FOM, different receptive fields, the attention mechanism,
and the residual block are used, which are used to focus on the target object to better deal with the
key information. The FEM can better realize feature fusion compared with the existing methods.

In brief, the main contributions of this study are as follows:

(1) The MSFEM is designed. It can optimize different levels of features to better extract finer
features.

(2) Inspired by [20] and [21], two rounds of feature fusion and the feedback mechanism are used.
To improve the effectiveness of feature fusion, the FEM is designed. It can integrate the upper
and lower features with the optimized features obtained by the FOM to better perform feature
fusion.

(3) The FOM is designed by using multiple techniques such as different receptive fields, the
attention mechanism, and the residual block. It can improve the model’s ability to focus on
key information.

(4) A new SOD method based on multi-strategy feature optimization is proposed, which can detect
the salient object better than 10 state-of-the-art SOD methods.

2 Related Work
2.1 Traditional SOD Methods

Traditional SOD methods can detect the salient object through manually designed feature
extractors. Wang et al. [22] designed a novel SOD method based on background driven. In this method,
a saliency estimation module is proposed using the background as a cue, and the salient object is refined
by using background prior information. Zhang et al. [23] designed a novel SOD method based on
compactness and objectness cues. In this method, multiple strategies such as discovering the potential
object, measuring compactness, and eliminating the boundary background are used to better detect
the salient object. Wang et al. [24] used compactness and foreground connectivity to detect the salient
object. Zhang et al. [25] designed a novel SOD method based on recursive sparse representation. In
this method, the foreground and background dictionaries are used to reconstruct the error to better
detect the salient object. Huang et al. [26] designed a novel SOD method based on multiple instance
learning, which transforms the SOD problem into a multi-instance learning task to better detect the
salient object. Nouri et al. [27] designed a novel SOD method based on multi-graph. In this method,
the high contrast graph, the global graph, and the local graph are used to better detect the salient
object. Srivastava et al. [28] designed a novel SOD method. In this method, gabor filters, minimum
directional backgroundness, background subtraction, and objectness are used to better detect the
salient object. Nouri et al. [29] designed a novel SOD method based on random graph. In this method,
multiple methods such as simple linear iterative clustering and saliency labels production are used to
better detect the salient object. Chen et al. [30] used the spectral graph to better extract the salient
object. Naqvi et al. [31] designed a novel SOD framework based on exploiting color coefficients. In
this framework, multiple methods such as region-based combination and color space selection are
used to better detect the salient object. Xiao et al. [32] used eye tracking data and combined it with
superpixel segmentation to better detect the salient object.

Although some existing methods have shown good performance in some situations, they are often
difficult to accurately detect the salient object when faced with complex scenes.
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2.2 FCN-Based SOD Methods

Unlike the traditional SOD method, the FCN-based SOD method can automatically learn useful
features to detect the salient object. Currently, FCN-based SOD is also a mainstream research
direction. Wu et al. [20] used multiple strategies such as self-refine, feedback, and fusion to better detect
the salient object. Yang et al. [33] used feature refinement and multi-branch feature fusion to better
detect the salient object. Yang et al. [34] used the feature fusion module, the contour enhancement
module, and the gate module to better detect the salient object. Zhu et al. [35] designed a model that
can capture context information well to better detect the salient object. Fang et al. [36] designed a
ladder context correlation complementary model, which can utilize contextual information very well.
Zhang et al. [37] designed a heatmap and edge guidance network. In this method, multiple modules are
used to process different levels of features to better detect the salient object. Zhu et al. [38] designed
a perception-and-regulation network that can capture key information very well. Huang et al. [39]
designed a cross-scale resolution consistent model. In this method, multiple modules such as the
cross-scale fusion module and the residual refinement module are used to better detect the salient
object. Li et al. [40] designed negative and positive attention modules to better detect the salient object.
Xu et al. [41] designed an adaptive fusion module based on the attention mechanism to better detect
the salient object. Wu et al. [42] designed different methods to learn foreground, background, and edge
features to better detect the salient object. Wu et al. [43] designed an extremely downsampled network.
This network can learn the global view of the image very well. Han et al. [44] designed a residual dense
collaborative network. This network has decent performance. Xu et al. [45] designed an attention-
guided multiscale module and a bi-refinement module to better detect the salient object. Li et al. [46]
designed a spatial frequency enhancement module. This module can better utilize spatial frequency
information. Zhang et al. [47] used edge features to guide the model to better detect the salient object.
Zhu et al. [48] used the method of divide-and-conquer to better perform the SOD task. Lee et al. [49]
designed an adaptive graph convolution module to better deal with complex scenes. Bi et al. [50] used
supervised contrastive learning to improve detection accuracy. Zhu et al. [51] used two deep prior cues
to better aggregate multi-level features. Li et al. [52] refined the features from multiple perspectives to
improve the accuracy. Wang et al. [53] designed a multiple enhancement network to better deal with
complex scenes with cluttered backgrounds and multiple objects. Yi et al. [54] designed a two-stream
gated progressive optimization network to better process the features.

Although some existing methods show decent performance, they still have the problem of
insufficient detection accuracy. This is mostly due to the following two reasons. 1. The features are not
sufficiently optimized, which leads to the key information can not be well captured. 2. The features are
not well integrated, which leads to the essential properties of features cannot be well captured. Aiming
at these problems, we propose a new SOD method based on multi-strategy feature optimization, which
has excellent performance.

3 Proposed Method

Fig. 1 shows the overall framework of the proposed method. At present, many SOD methods
[20,21,33,35] are realized based on ResNet-50 [55], and have achieved good effects. Therefore, five levels
of features are first extracted using ResNet-50, which are denoted as r1, r2, r3, r4, and r5, respectively.
Since r1 contains more noise and affects the computational efficiency due to the larger scale, r2, r3,
r4, and r5 are used to obtain the salient object. To facilitate the subsequent processing, the 1 × 1
convolution, batch normalization, and relu operation are implemented sequentially to change the
number of channels of these features to 192, thus obtaining ϕ1, ϕ2, ϕ3, and ϕ4. Next, the MSFEM
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is used to process ϕ1, ϕ2, ϕ3, and ϕ4 to capture finer features. Then, two rounds of feature fusion and
the feedback mechanism are used to further optimize the features to improve the detection accuracy.
Next, the MSFEM, two rounds of feature fusion, and the feedback mechanism are described in detail.

Figure 1: Overall framework of the proposed method

3.1 MSFEM

The MSFEM can refine the features well. The structure of the MSFEM is shown in Fig. 2. Next,
the structure of the MSFEM is described in combination with Fig. 2.

Figure 2: Structure of the MSFEM

Let ϕ1, ϕ2, ϕ3, and ϕ4 be the four levels of features of the input. Fusing different levels of low-level
features can help model to capture more context information. Compared with ϕ4, ϕ1, ϕ2, and ϕ3 contain
more low-level information. Therefore, ϕ1, ϕ2, and ϕ3 are fused together. The attention model can help
the model to focus on the target object to better deal with the key information. For some images,
the salient object occupies a small region while the non-salient object occupies a large region. When
using the attention model, if the features contain too much low-level information about the non-salient
object, these information can easily have a bad effect on capturing low-level information of the salient
object. Compared with ϕ1 and ϕ2, ϕ3 has a higher level and contains less low-level information of non-
salient regions. Therefore, we use the attention model to process ϕ3 and fuse the obtained features with
ϕ1 and ϕ2 to obtain η. For the attention model, the criss-cross attention model (CCA) [56] is first used
to focus on the target object through contextual information, and then more attention is given to the
target object by focusing on the local region using the efficient local attention model (ELA) [57]. Let
η be the fused features. The method of obtaining η is as follows:

η = ϕ1 + TRSϕ1
(ϕ2) + TRSϕ1

(ς) (1)
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ς = ELA (CCA (ϕ3)) (2)

where TRSϕ1
(·) denotes that the size of the image is transformed to the same size as ϕ1 using bilinear

interpolation, CCA(·) denotes that the CCA, ELA(·) denotes that the ELA. Note that for the ELA,
the well-performing ELA-Base is used in this study.

Since there are some differences in the size of salient objects in different images, η is changed to
different sizes to obtain ϕ ′

1, ϕ
′
2, and ϕ ′

3 to better capture the information of salient objects with different
sizes in subsequent operations.

ϕ ′
1 = η (3)

ϕ ′
2 = TRSϕ2

(η) (4)

ϕ ′
3 = TRSϕ3

(η) (5)

where TRSϕ2
(·) denotes that the size of the image is transformed to the same size as ϕ2 using bilinear

interpolation, and TRSϕ3
(·) denotes that the size of the image is transformed to the same size as ϕ3

using bilinear interpolation.

The residual block can be well used to capture the deeper level of semantic information and can
help to improve the model’s performance [55]. Therefore, we use residual blocks to process ϕ ′

1, ϕ ′
2, ϕ ′

3,
and ϕ4 to capture the deeper level of semantic information. Let φ1, φ2, φ3, and φ4 be the four levels of
features of the output. φ1, φ2, φ3, and φ4 are obtained in the following methods:

φ1 = RES
(
ϕ ′

1

)
(6)

φ2 = RES
(
ϕ ′

2

)
(7)

φ3 = RES
(
ϕ ′

3

)
(8)

φ4 = RES (ϕ4) (9)

where RES(·) denotes the residual block. Inspired by [55], the residual block shown in Fig. 3 is used in
this study. Sometimes the captured salient object is larger than the ground truth. Therefore, a 1-pixel
expansion of the feature’s boundaries is done in all the 1 × 1 convolutions. By subsequent scaling, the
captured salient object becomes smaller accordingly. By fusing the obtained features with the original
features can better capture deeper semantic information. Let ρ be the input features, and ρ ′ be the
output features. The residual block is realized as follows:

ρ ′ = RL
(
ρ + TRSρ (C1 (CRL3 (CRL1 (ρ))))

)
(10)

where CRL1(·) denotes that the 1 × 1 convolution and relu operation are implemented sequentially,
CRL3(·) denotes that the 3 × 3 convolution and relu operation are implemented sequentially, C1(·)
denotes that the 1 × 1 convolution is performed, TRSρ(·) denotes that the size of the image is
transformed to the same size as ρ using bilinear interpolation, and RL(·) denotes the relu operation.

Figure 3: Residual block
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3.2 Two Rounds of Feature Fusion and the Feedback Mechanism

Two rounds of feature fusion and the feedback mechanism can improve the detection accuracy by
optimizing the features obtained by the MSFEM. The advantages of two rounds of feature fusion and
the feedback mechanism are as follows [20,21]. The first round of feature fusion can obtain refiner
features well, but these features often contain some useless information. The better results can be
obtained by feedback these features into different levels of features to do the second fusion. Due
to the feature fusion methods used by existing methods lack attention to the target object, which
is not conducive to processing key information. In addition, these fusion methods do not further
optimize the fused features to capture deeper semantic information. Therefore, this study proposes
a new feature fusion method applied to two rounds of feature fusion and combines them with the
feedback mechanism to detect the salient object. As shown in Fig. 1, two rounds of feature fusion
and the feedback mechanism used in this study are mainly composed of the FEM, the FOM, and
the feedback mechanism. The FOM uses different receptive fields, the attention mechanism, and the
residual block to better capture the key information. The FEM first fuses the upper and lower features
to achieve bi-directional enhancement of features, then fuses the features obtained by FOM to better
focus on the target object, and finally uses residual blocks to capture the deeper level of semantic
information. The feedback mechanism is used to feed the finer features obtained from the first round
of feature fusion to the second round of feature fusion for further optimization of the features. The
salient object can be well captured by the above modules working in collaboration with each other.
Next, the FEM, the FOM, and the feedback mechanism are described in detail.

3.2.1 FEM

The FFM can improve the detection accuracy by enhancing the features at different levels. Fig. 4
shows the structure of the FEM. The FEM realizes feature fusion between different levels of features
by multiplication and fuses the fused features with the original different levels of features again to
realize bidirectional enhancement of features. Furthermore, opf obtained by the FOM in Section 3.2.2
is added to the fused features to better focus on key information. Finally, the residual block described
in Section 3.1 is used to capture the deeper level of semantic information. Let τ1 be the features with a
higher level in the neighboring levels of features, τ2 be the features with a lower level in the neighboring
levels of features, χ1 be the features with a higher level of the output, and χ2 be the features with a lower
level of the output. The FEM is realized as follows:

χ2 = RES
(
CBRL3

(
CBRL3 (fuse) + τ

′
2 + opff

))
(11)

χ1 = RES
(
CBRL3

(
CBRL3 (fuse) + τ

′
1 + opff

))
(12)

fuse = CBRL3

(
τ

′
2

) × CBRL3

(
τ

′
1

)
(13)

opff = CBRL3

(
TRSτ2

(opf )
)

(14)

τ
′
1 = CBRL3

(
TRSτ2

(τ1)
)

(15)

τ
′
2 = CBRL3 (τ2) (16)

where CBRL3(·) denotes that the 3 × 3 convolution, batch normalization, and relu operation are
implemented sequentially, TRSτ2

(·) denotes that the size of the image is transformed to the same size
as τ2 using bilinear interpolation, and RES(·) denotes the residual block.
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Figure 4: Structure of the FEM

3.2.2 FOM

The FOM can improve the detection accuracy by effectively capturing key information. Fig. 5
shows the structure of the FOM. For the FOM, the atrous spatial pyramid pooling (ASPP) module
[58] is first used to capture richer contextual information through different receptive fields. Then,
the attention models are used to focus on the target object. The CCA is first used to focus on the
target object through contextual information, and then more attention is given to the target object by
focusing on the local region using the ELA. Finally, the residual block described in Section 3.1 is used
to obtain opf to capture the deeper level of semantic information. Let ϕ4 be the input features.

opf = RES (ELA (CCA (CBRL1 (ASPP (CBRL1 (ϕ4)))))) (17)

where CBRL1(·) denotes that the 1 × 1 convolution, batch normalization, and relu operation are
implemented sequentially, ASPP(·) denotes the ASPP module, and RES(·), CCA(·), and ELA(·)
denote the residual block, the CCA, and the ELA, respectively. Before using the ASPP module,
CBRL1(·) is used to convert the number of feature channels from 192 to 256, and after using the
ASPP module, CBRL1(·) is used to convert the number of feature channels from 256 to 192.

Figure 5: Structure of the FOM

3.2.3 Feedback Mechanism

After completing the first round of feature fusion, the finer features can be well obtained. These
features contain rich information such as edges, semantics, etc. The above features are feedback to
all levels of features for the second round of feature fusion can well improve the detection accuracy.
In this study, the existing feedback mechanism is uesd. Next, the feedback mechanism is described in
combination with Fig. 1. As shown in Fig. 1, let fb be the feedback features, lfj be the fusion features
with a lower level at the jth level, and ffj be the jth level of features obtained by fusing lfj and fb. The
feedback mechanism is realized as follows:

ffj = lfj + TRSlfj (fb) (18)
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where j = 1, 2, 3, 4, and TRSlfj(·) denotes that the size of the image is transformed to the same size as
lfj using bilinear interpolation.

3.3 Loss Function

In this study, the loss function of Wei et al. [21] is used. Compared with the commonly used binary
cross entropy (BCE) and intersection over union (IOU), the weighted BCE and the weighted IOU used
by Wei et al. have better performance. Next, the loss function used is described in combination with
Fig. 1. As shown in Fig. 1, let fb and fb1 be the fusion features with a higher level at the 2th level, and
lf11, lf22, lf33, and lf44 be the features with a lower level at the 2th, 3th, 4th, and 5th levels, respectively.
The total loss LF is calculated by Eq. (19).

LF = LF1 + LF2 (19)

LF1 = 1
K

K∑

k=1

LFADk (20)

LF2 =
5∑

t=2

1
2t−1

LFADt (21)

LFAD = LFwbce + LFwiou (22)

where K = 2, LFwbce denotes the weighted BCE, LFwiou denotes the weighted IOU, LF1 calculates the
loss through fb and fb1, LF2 calculates the loss through lf11, lf22, lf33, and lf44.

4 Experimental Results
4.1 Datasets and Evaluation Metrics

We have conducted extensive experiments on four mainstream databases to verify the superiority
of our designed model. These four databases are the ECSSD [59], DUTS [60], DUT-OMRON [61], and
HKU-IS [62] databases, respectively. The ECSSD database contains 1000 images. The DUTS database
includes the training and test sets, which are the DUTS-TR and DUTS-TE databases, respectively.
The DUTS-TR database contains 10,553 images. The DUTS-TE database contains 5019 images. The
DUT-OMRON database contains 5168 images. The HKU-IS database contains 4447 images. The
images in these databases all contain a large number of complex scenes. These complex scenes greatly
increase the difficulty in detecting the salient object.

We used seven evaluation metrics to compare different methods objectively. These metrics are
often applied to the evaluation of SOD methods. They are mean absolute error (MAE) [63], E-measure
(EM) [64], S-measure (SM) [65], weighted F-measure (WFM) [66], precision-recall curves, parameter
quantity, and frames per second (FPS), respectively. MAE can be used to evaluate the difference
between the ground truth G and the saliency map S.

MAE = 1
I × J

I∑

i=1

J∑

j=1

|S (i, j) − G (i, j)| (23)

where I and J represent the length and width of G, respectively. EM is a good evaluation metric and
has been used by many scholars [36–38]. When using EM, the adaptive threshold [67] can be used to
obtain the binary foreground map. The adaptive threshold may be greater than 1. In this study, we set
the adaptive threshold greater than 1 to 1. In addition, we use the value greater than or equal to the
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adaptive threshold to obtain the foreground. SM can be used to evaluate the structural similarity. Let Sr

and Sos be the region-aware structural similarity and the object-aware structural similarity, respectively.
SM is calculated as follows:

Sm = (1 − κ) × Sr + κ × Sos (24)

where κ is set 0.5. WFM is a good evaluation metric and has been used by many scholars [33,38,47].
Precision-recall curves [20,21] can be used to display the overall performance. Parameter quantity and
FPS can be used to evaluate the complexity of the model.

4.2 Implementation Details

In this study, we used the DUTS-TR database to train our model. Pytorch was used to implement
our method. The model was trained by RTX 4090 GPU and tested by GTX 1080 Ti GPU. When
training the whole network, the batch size, the weight decay, the momentum, and the maximum epoch
were set to 32, 5e−4, 0.9, and 48, respectively. Furthermore, following the method of Wei et al. [21],
multi-scale input, horizontal flip, and random crop were used for data augmentation, stochastic
gradient descent was used train the whole network, the backbone network used the pre-trained ResNet-
50 [55] model, the learning rate was adjusted by warm-up and linear decay strategies, ResNet-50
backbone and other parts of the maximum learning rate were set to 0.005 and 0.05, respectively, and
during testing, the size of each image was modified to 352 × 352. In addition, the random seed was set
to 42.

4.3 Ablation Study

To better understand the impact of each module in our method on the overall performance,
we designed different schemes for validation. MAE, EM, SM, and WFM were used for objective
evaluation. Meanwhile, we also performed visual comparisons. In addition, we used the DUTS-TR
database as the training set to obtain the models of different schemes and used the DUTS-TE and
DUT-OMRON databases to test these models.

Table 1 shows the objective evaluation results obtained by different schemes. A denotes that only
the baseline model labeled in Fig. 1 is used. The detection result is output after ϕ4. B denotes that
the baseline model and the FEM with FOM removed are used. C denotes that the baseline model
and the FEM are used. D denotes that the baseline model, the FEM, and the MSFEM are used.
Compared with A, B can provide better results. This shows that the performance of the model can be
well improved when combining the baseline model with the FEM with the FOM removed. Compared
with B, C can provide better results. This shows that adding the FOM to the FEM can better improve
the performance of the model. Compared with C, D can provide better results. This shows that the
MSFEM can improve the performance of the model very well. Fig. 6 shows visual effects obtained by
different schemes. The results of the visual assessment are similar to those of the objective assessment.
Compared with A, B can provide better results. Compared with B, C can provide better results.
Compared with C, D can provide better results. Based on the above analysis, we can know that the
FOM, the FEM, and the MSFEM can improve the performance of the model, and it is necessary to
combine these modules.
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Table 1: Ablation studies on the DUTS-TE and DUT-OMRON datasets

Baseline FEM(-FOM) FEM MSFEM DUTS-TE DUT-OMRON

Schemes MAE↓ EM↑ SM↑ WFM↑ MAE↓ EM↑ SM↑ WFM↑
A √ 0.0584 0.8630 0.8336 0.7248 0.0776 0.8243 0.7912 0.6558
B √ √ 0.0359 0.9221 0.8919 0.8414 0.0556 0.8746 0.8395 0.7511
C √ √ 0.0331 0.9270 0.8948 0.8489 0.0520 0.8748 0.8409 0.7549
D √ √ √ 0.0332 0.9285 0.8966 0.8507 0.0518 0.8792 0.8440 0.7600

Note: The symbol ↓ means the evaluation value is smaller, the model’s performance is better. The symbol ↑ means the evaluation value is
larger, the model’s performance is better. The values ranked first, second, and third are highlighted by red color, blue color, and green color,
respectively.

Figure 6: Visual effects obtained by different schemes

4.4 Objective Comparison

In this study, SRFFNet [20], F3Net [21], PurNet [68], CSNet [69], GFINet [70], SCRN [71], CPD
[72], DCENet [73], ITSD [74], and BANet [75] were used for objective comparison. To make a fair
comparison, we used the saliency maps provided by the authors or the code published by the authors
to obtain the saliency maps.

Fig. 7 shows the precision-recall curves obtained on different databases. As shown in Fig. 7, the
results obtained by the proposed method on each database are superior to most of the methods.
Overall, the performance of the proposed method is excellent. Table 2 shows the results of the objective
comparison obtained by the other four metrics. For the ECSSD database, except for GFINet and
SRFFNet, the number of metrics ranked second obtained by our method, PurNet, and SCRN is the
most. For the DUTS-TE database, the number of metrics ranked first obtained by our method is far
more than other methods. For the DUTS-OMRON database, the total number of metrics ranked first
and second obtained by our method is far more than other methods. For the HKU-IS database, the
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number of metrics ranked first obtained by our method is far more than other methods. In conclusion,
our method has a better performance.

Figure 7: Precision-recall curves

Table 2: Objective comparison with 10 advanced methods

Methods ECSSD DUTS-TE
MAE↓ EM↑ SM↑ WFM↑ MAE↓ EM↑ SM↑ WFM↑

SRFFNet 0.0324 0.9486 0.9233 0.9160 0.0345 0.9300 0.8884 0.8491
F3Net 0.0333 0.9461 0.9242 0.9122 0.0354 0.9183 0.8884 0.8349
PurNet 0.0346 0.9528 0.9245 0.9070 0.0389 0.9147 0.8814 0.8170
CSNet 0.0645 0.8988 0.8928 0.8062 0.0744 0.8226 0.8225 0.6448
GFINet 0.0316 0.9535 0.9288 0.9156 0.0376 0.9166 0.8892 0.8320
SCRN 0.0375 0.9424 0.9272 0.8995 0.0397 0.9015 0.8849 0.8031
CPD 0.0370 0.9494 0.9181 0.8980 0.0433 0.9037 0.8691 0.7955
DCENet 0.0347 0.9515 0.9214 0.9126 0.0379 0.9216 0.8823 0.8337
ITSD 0.0345 0.9316 0.9248 0.9105 0.0410 0.8979 0.8849 0.8236
BANet 0.0349 0.9527 0.9239 0.9078 0.0398 0.9070 0.8787 0.8109
Ours 0.0321 0.9477 0.9257 0.9155 0.0332 0.9285 0.8966 0.8507

(Continued)
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Table 2 (continued)

Methods DUT-OMRON HKU-IS
MAE↓ EM↑ SM↑ WFM↑ MAE↓ EM↑ SM↑ WFM↑

SRFFNet 0.0525 0.8812 0.8386 0.7588 0.0271 0.9607 0.9199 0.9107
F3Net 0.0526 0.8763 0.8385 0.7473 0.0280 0.9581 0.9172 0.9004
PurNet 0.0512 0.8762 0.8413 0.7473 0.0298 0.9559 0.9177 0.8919
CSNet 0.0807 0.8163 0.8050 0.6206 0.0586 0.9189 0.8815 0.7773
GFINet 0.0539 0.8769 0.8437 0.7560 0.0269 0.9604 0.9230 0.9065
SCRN 0.0560 0.8688 0.8365 0.7202 0.0337 0.9528 0.9158 0.8758
CPD 0.0557 0.8722 0.8247 0.7192 0.0331 0.9516 0.9086 0.8791
DCENet 0.0550 0.8735 0.8386 0.7535 0.0293 0.9573 0.9154 0.8976
ITSD 0.0608 0.8669 0.8403 0.7499 0.0307 0.9529 0.9170 0.8939
BANet 0.0587 0.8654 0.8322 0.7356 0.0323 0.9544 0.9131 0.8863
Ours 0.0518 0.8792 0.8440 0.7600 0.0263 0.9619 0.9234 0.9104

Note: The symbol ↓ means the evaluation value is smaller, the model’s performance is better. The symbol ↑ means the evaluation value is
larger, the model’s performance is better. The values ranked first and second are highlighted by blue color and green color, respectively.

To further validate the performance of the model, we evaluated the complexity of the proposed
model through FPS and the model’s parameter quantity. In addition, a comparison was performed
with SRFFNet. The reasons for choosing SRFFNet are as follows. As shown in Table 2, except for
the ECSSD database, the number of metrics ranked first obtained by SRFFNet is second. In addition,
from Table 2, we can find that SRFFNet is ranked second in terms of performance when all databases
are considered. Note that since both the proposed method and SRFFNet used the pre-trained ResNet-
50 model, we counted the total parameters of the other modules. In addition, we obtained FPS values
according to the DUTS-TE and DUT-OMRON databases. As shown in Table 3, although the results
obtained by the proposed method are worse than those of SRFFNet, it still has a high FPS value.
The FPS value obtained by the proposed method on GTX 1080 Ti GPU is 19 fps, indicating that 19
images can be processed per second. This indicates that the proposed method can be applied to real-
time detection and large-scale datasets. Combined with Fig. 7 and Tables 2 and 3, it can be seen that
the proposed method can detect the salient objects more accurately while having a high efficiency.

Table 3: Model complexity comparison

Parameter quantity (M) FPS (fps)

SRFFNet 27.56 23
Ours 51.54 19

4.5 Visual Effect and Objective Analyze

In this part, we validate the performance of our method by presenting visual effects and in-depth
objective analysis.

Fig. 8 shows the visual effects of the detected salient objects in different scenes. In this study, Img1–
Img11 are used to denote the original images from the first row to the 11th row. For Img1 and Img8,
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each image contains a large number of complex backgrounds, and the salient object to be detected
in each image is also very small. Our method can detect these salient objects very well. For Img6, it
contains a large number of complex backgrounds, and the salient object to be detected is large. Our
method can also detect this salient object very well. Of course, there are many other sizes of images,
such as Img2, Img7, and Img11. Our method can still detect these salient objects very well. In addition,
for Img10, the colors of salient objects are very similar to the colors of some backgrounds. Our method
can still detect these salient objects well. The objective evaluation values are presented in Fig. 9. In this
study, 1–11 are used to denote Img1–Img11. As shown in Fig. 9, our method can better obtain smaller
MAE values and larger EM, SM, and WFM values. Our method can obtain good objective evaluation
results.

Original     GT      Ours    SRFFNet   F3Net     PurNet    CSNet    GFINet    SCRN     CPD      DCENet    ITSD     BANet

Figure 8: Visual effects of our method and 10 state-of-the-art methods. GT denotes the ground truth
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Figure 9: Objective comparison with 10 state-of-the-art methods

5 Conclusion and Discussion

To detect the salient object more accurately, this study proposes a new SOD method based on
multi-strategy feature optimization. The MSFEM is proposed to refine the features. Meanwhile, the
MSFEM, two rounds of feature fusion, and the feedback mechanism are well combined to realize the
enhancement of feature expression capability and the deep fusion of multi-level features. To improve
the performance of two rounds of feature fusion, the FEM and the FOM are proposed. The FEM can
well achieve bi-directional enhancement of features and focus on key information by combining the
features obtained by the FOM. Meanwhile, the FEM uses residual blocks to learn deeper semantic
information. Numerous experimental results show that our method can perform better than 10 state-
of-the-art SOD methods.

In addition, numerous experiments show that our method has good generalization ability to
natural images. The databases used in this study are mainstream databases, which are obtained
according to practical needs with the development of SOD. These databases contain a large number
of different types of complex scenes. The proposed method has good detection ability in all four
mainstream databases, which means that it has good generalization ability for dealing with different
types of natural images. Of course, the proposed method is proposed based on natural images. It
may not have good detection ability in dealing with unnatural images, such as remote sensing images.
Next, we will propose specific models for specific unnatural images. Moreover, although the proposed
method has high detection accuracy and high efficiency, it has higher complexity compared to some
state-of-the-art methods. Next, we will investigate how to improve the detection accuracy with low
complexity.
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