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ABSTRACT

Federated Graph Neural Networks (FedGNNs) have achieved significant success in representation learning for
graph data, enabling collaborative training among multiple parties without sharing their raw graph data and solving
the data isolation problem faced by centralized GNNs in data-sensitive scenarios. Despite the plethora of prior
work on inference attacks against centralized GNNG, the vulnerability of FedGNNS to inference attacks has not
yet been widely explored. It is still unclear whether the privacy leakage risks of centralized GNNs will also be
introduced in FedGNNs. To bridge this gap, we present PIAFGNN, the first property inference attack (PIA) against
FedGNNs. Compared with prior works on centralized GNNs, in PIAFGNN, the attacker can only obtain the global
embedding gradient distributed by the central server. The attacker converts the task of stealing the target user’s local
embeddings into a regression problem, using a regression model to generate the target graph node embeddings.
By training shadow models and property classifiers, the attacker can infer the basic property information within
the target graph that is of interest. Experiments on three benchmark graph datasets demonstrate that PIAFGNN
achieves attack accuracy of over 70% in most cases, even approaching the attack accuracy of inference attacks
against centralized GNNs in some instances, which is much higher than the attack accuracy of the random guessing
method. Furthermore, we observe that common defense mechanisms cannot mitigate our attack without affecting
the model’s performance on mainly classification tasks.

KEYWORDS
Federated graph neural networks; GNNs; privacy leakage; regression model; property inference attacks;
embeddings

1 Introduction

Graph Neural Networks (GNNs) have achieved significant success in the representation learning
of graph data in non-Euclidean spaces, providing a new approach for effectively extracting features,
processing, and training graph-structured data that are complex and unordered. However, current
GNN training methods primarily rely on centralized data, which differs from real-world scenarios
where source data may be distributed across different users. For instance, e-commerce platforms selling
various types of products maintain separate purchase and rating records for their users and items. Due
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to privacy concerns, legal regulations, and business competition, the owners of these graph data are
typically unwilling to share their private data, leading to the problem of data isolation [1].

Federated Learning (FL) [2], as a new distributed machine learning paradigm, offers a promising
solution by enabling efficient joint modeling and GNN model training among multiple graph data
owners without sharing the original data, thereby effectively addressing the data isolation problem. It
is currently widely applied in various fields, including IToT [3]. Some studies have already utilized FL
to train GNNs [4-7], which we denote as Federated Graph Neural Networks (FedGNNs). But even
in federated learning scenarios, the node/graph embedding gradient and model gradient uploaded by
users during the training process can still carry local private information [8,9], leading to potential
privacy leakage. Malicious attackers can exploit this information to carry out property inference
attacks in FedGNNs, aiming to infer the private data of target users.

Previous research has demonstrated that trained GNN models can still leak sensitive information
about the graph data on which they were trained. Studies on property inference attacks against
centralized GNNs[10,11] have shown that attackers can use the target model architecture, target graph
embeddings, and posterior output information to launch property inference attacks by training attack
model, thereby inferring basic properties and group properties of the target graph. However, inference
attacks and privacy leakage issues against GNNs in federated learning scenarios have not been widely
explored. It remains unclear whether the privacy leakage problems encountered during the training of
GNNs will carry over to the federated learning scenario. In federated settings, malicious attackers face
challenges in directly obtaining prior knowledge such as complete target graph embeddings and model
architecture information shared by users, as they can in centralized training [10], making property
inference attacks against centralized GNNs potentially less effective in federated learning scenarios.

Compared with the existing research works, in this paper, we demonstrate the vulnerability of
the FedGNNs framework to inference attacks for the first time and propose a property inference
attack against FedGNNSs. In a federated learning scenario, attackers can still launch property inference
attacks by controlling honest clients participating in the training process, using the global model
gradient distributed by the central server, and stealing local node embeddings uploaded by the target
user to train the property classifier. Next, we verify the effectiveness of the proposed attack on
multiple public datasets and FL architectures based on different GNN models, and we evaluate the
attack’s performance under FL-based GNN models of different complexity. Finally, we examined
the effectiveness of two potential defense mechanisms against the attack, further demonstrating the
robustness of the attack. In summary, the main contributions of this paper are as follows:

e We propose a property inference attack against FedGNNs, called PIAFGNN. Malicious
attackers can infer the basic property information of the target graph or properties irrelevant
to downstream tasks during the FedGNNSs training process. To the best of our knowledge, this
is the first work on inference attacks against FedGNNs.

e We further design a scheme based on a Generative Regression Network (GRN) to steal the
local node embeddings uploaded by the target user. The attacker converts the task of stealing
the target user’s node embeddings into a regression problem, utilizing GRN and querying the
global model gradient and global node embedding gradient sent by the central server to obtain
the target embeddings.

e Extensive experiments demonstrate that PIAFGNN achieves high attack accuracy on various
settings, with an average attack accuracy exceeding 70%. PIAFGNN not only generalizes to
most existing GNN models but also maintains good prediction accuracy under local models of
varying complexity.
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o We verify the robustness of PIAFGNN under two potential defense mechanisms. While these
methods can mitigate the attack to some extent, they also negatively affect the performance of
the main classification task.

2 Related Works
2.1 GNNs and FedGNNs

GNNs have achieved remarkable success in processing data in non-Euclidean spaces and have
obtained extensive research attention. Currently, GNNs are widely applied in various fields such
as knowledge graphs [12], social networks [13], and chemical molecular structures [14], achieving
excellent performance in graph representation learning. However, with the growing societal emphasis
on data privacy, GNNs face the necessity of adapting to this new norm, leading to the rapid
development of research on FedGNNs. He et al. [7] proposed an open FL benchmark system for
GNNs, FedGraphNN, which can accommodate various graph datasets from different domains and
enables secure and efficient training while simplifying the training and evaluation of GNN models
and FL algorithms. Wu et al. [§] introduced a FedGNNs framework for recommendation systems,
which can capture higher-order user-item interaction information while preserving user privacy.
Chen et al. [9] conducted the first study on vertical federated graph neural networks, proposing
a federated GNNs learning paradigm for privacy-preserving node classification tasks in vertically
partitioned data scenarios, VFGNN, which can be generalized to most existing GNN models.

2.2 Inference Attacks

2.2.1 Inference Attacks against FL

Although FL allows clients to collaborate in training without sharing local data, it still faces
the risk of inference attacks. For example, Shokri et al. [17] first proposed a membership inference
attack to reveal the degree of privacy leakage in FL, aiming to determine whether the corresponding
data belongs to the target model’s training dataset. Zhang et al. [15] introduced membership infer-
ence attacks enhanced by Generative Adversarial Networks (GANs), which enriched the attacker’s
training data through GANSs to enhance the accuracy of membership inference attacks under FL.
Melis et al. [1 6] illustrated the vulnerability in the Federated Learning parameter update process, where
user training data can be unintentionally leaked. It also employs both passive and active property
inference attacks to exploit this vulnerability. However, these works are all based on traditional
machine learning models such as CNN and MLP, without considering the effectiveness of such attacks
on GNNSs. In federated scenarios, traditional inference attack methods for Euclidean data such as
images may not achieve ideal results in GNNGs.

2.2.2 Inference Attacks against GNNs

Studies has demonstrated that malicious attackers can infer sensitive information in graph
data by obtaining graph/node embeddings trained by centralized GNNs. Conti et al. [18] leveraged
the flexible prediction mechanism of GNNs to launch membership inference attacks using only
the provided prediction labels (Label-Only MIA), and achieved good performance even when the
assumptions of the attacker’s shadow datasets and additional information of the target model were
relaxed. Zhang et al. [10] studied the privacy leakage caused by shared graph embeddings in GNNSs,
demonstrating that these embeddings can also reveal sensitive structural information about the graph
data. They proposed several attacks against GNNSs, including property inference attacks, subgraph
inference attacks, and graph reconstruction attacks. On this basis, Wang et al. [11] focused on group
property inference attacks against GNNs, aiming to infer the distribution of specific nodes and links
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within the training graph, such as whether the graph contains more female nodes than male ones.
These works mainly focus on the centralized GNN model, where attackers need to obtain the entire
graph embeddings as prior knowledge to launch inference attacks. Our work, however, investigates
property inference attacks against GNNs in federated learning scenarios. Attackers can acquire prior
knowledge about the target user by directly participating in training or controlling benign clients. They
can then train the attack model to infer the privacy properties of the target graph that the attacker is
interested in.

To better demonstrate the position of our PIAFGNN in addressing security challenges, we
compare PIAFGNN with other privacy threats against FL. and GNNSs, as shown in Table 1. Our
PIAFGNN is the first work to apply property inference attacks to FedGNNSs, revealing the privacy
threats faced by FedGNNs.

Table 1: Comparison of attack types in federated learning

Attack type Target object  Attack method Impactscope  Attacker’s prior Scenario

knowledge
Membership Individual data Use model Data privacy ~ Partial model  FL
inference sample outputs to leakage output
attacks [15] predict whether
a sample is in
the training set
Property Data properties Infer specific Data property  Partial training FL and
inference or features properties of privacy leakage data or outputs centralized
attacks [10,16] users’data GNNs
involved in
training
Backdoor Global Malicious Global misclas- Knows local FedGNNs
attacks [6] FedGNNs clients inject sification client datasets
model local triggers triggered by and can
into their local triggers generate local
training data triggers
PIAFGNN Node Infer node Node property Global FedGNNs
(Ours) properties in properties using privacy leakage embedding
federated global model in federated gradients and
GNNs gradients during graph data external
federated shadow
learning datasets

3 Problem Formulation
3.1 Problem Definition

Definition (Federated Graph Neural Networks): FedGNNs combine the advantages of federated
learning and graph neural networks, enabling learning and inference on distributed graph data while
protecting data privacy. As shown in Fig. |, in FedGNNs framework, each client possesses its graph
datasets D? = (g, Y"), where g” = (V'?, E?), V' represents the set of nodes, E® represents the set
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of edges and Y represents the label set of the graph data. Each client has a GNN model to learn the
representation of the graph and make predictions. FedGNNs facilitate collaboration among multiple
clients via a central server to improve their respective GNN models without necessarily revealing
the local graph datasets of the clients. For each client, the neighborhood aggregation is the same
as traditional GNNs. After completing £ rounds of local training, client i uploads the trained local
model gradient Vw“ (i) and node embedding gradient VH (i) as local gradient Vg (i) to the central
server. The central server applies FedSGD gradient aggregation algorithm to aggregate the gradient
received from the clients and distributes the aggregated global gradient Vgy,,,,, which include the global
model gradient Vw},,, and global node embedding gradient VH,,,, to each client. Finally, clients
use the received global node embedding gradient VHy,,, to optimize the local node embeddings and
update the local GNN model parameters through the model gradient Vgy,,,,, which is crucial for node

classification tasks. This process is repeated until the client’s local model converges.

Server

Vg('-'} ‘ Vg( 0
global global
Vel

Local Graph Dataset Local Graph Dataset Local Graph Dataset

Mttt W it it T A

Client 1 Client 2 Client i

Figure 1: The framework of FedGNNs

In this paper, we consider three representative GNN models as the local models of the clients
in FL: Graph Convolutional Network (GCN) [19], GraphSAGE [20], and Graph Attention Network
(GAT) [21], taking node classification as the primary learning task. For this task, the readout function
is typically a softmax function, where the prediction output of each node v, is a probability vector, each
of which corresponds to the predicted probability (posterior) of v; being assigned to a class. Table 2
provides an explanation of the symbols used in this paper.
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Table 2: Symbols and notations

Symbol Descriptions

D® Local graph datasets of client i

g Graph data of client i

yo Set of nodes in the graph data of client i

E® Set of edges in the graph data of client i

Yo Label set of the graph data of client i

A Global model gradient

N The dimensions of the embedding vector or gradient
d Dimensions of attacker’s local node embeddings

pP; Output probability of the target user’s node embeddings
GS Shadow graph datasets of malicious attacker

H, Local node embeddings of malicious attacker

H. Target node embeddings

Tc Target model

D Auxiliary datasets

G’ Shadow graph of attacker

Ts Shadow model of attacker

K The number of clients participating in the FedGNNs training
F Target property collection
f Target property in F

Zike Generator output gradient

A Cross-entropy loss

Lgry The loss function of the generator

¢ Discriminator parameter

A Parameters of property classifier

0 Generator parameter

E Feature extractor

M Parallel prediction layers

3.2 Threat Model

Scenario: Unlike traditional machine learning benchmark datasets, graph datasets in federated
learning, and real-world graph datasets may exhibit non-independent and identically distributed (No-
IID) characteristics due to the non-Euclidean structure and heterogeneous features of graph data [7].
We assume that there are K (K > 2) clients using FedGNNSs to jointly train a GNN model on No-IID
datasets to perform node classification tasks on graph data. The server is semi-honest, that is, the server
shares the aggregated global model gradient and global embedding gradient with all participating
clients to update their local model. In addition, we assume that the attacker can fully control at least
one honest client (excluding the target user) and up to 20% of the honest clients, or directly impersonate
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an honest client to participate in federated training (equivalent to the scenario where the attacker only
controls one client), while the target user is unaware of the existence of the malicious attacker.

Knowledge of the Malicious Attacker: The attacker can access the local graph dataset and local
GNN model architecture of the controlled client, and by accessing the local graph datasets of the
controlled client, the attacker can expand the proportion of its local graph dataset G™. Additionally,
in federated training, the attacker can also obtain information such as the global model gradient and
global embedding gradient delivered from the central server, but the attacker cannot directly obtain the
specific client’s local gradients from the central server. This means that the attacker cannot collude with
the central server, which increases the difficulty of obtaining the target node embeddings. However,
the attacker can acquire multiple graph datasets from publicly available datasets in different domains
or datasets with distributions similar to the target graph dataset, which serve as auxiliary datasets for
training the attack model. These auxiliary datasets can be validated using the stolen local embeddings
of the target user and obtaining such datasets has been proven feasible in practice [10]. During the
training of PIAFGNN, the attacker divides their local dataset and acquired auxiliary datasets into
several shadow graph datasets G¥ of the same size to facilitate subsequent training.

Goal of the Malicious Attacker: Given an honest client C with local graph dataset and its local
GNN model T, the goal of the malicious attacker is to train an attack model based on the limited
background knowledge and the auxiliary datasets it obtained, using it to infer fundamental property
information of interest or properties irrelevant to downstream tasks within the target user’s local graph
data, such as the number of nodes, number of edges, and node density. When the graph contains
valuable information, such as molecular structures, these properties can be proprietary, and inferring
these properties can directly infringe on the data owner’s intellectual property.

4 Methodology

We adopted the FedGNNs framework described in Section 3.1, where each participating client
retains its local graph data and related feature information. Fig. 2 shows the overall framework of
PIAFGNN. Clients participate in federated training by uploading their local GNN model gradient
and local node embedding gradient to the central server. During the training process, the target honest
client C first uses the embedding layer to convert the nodes in its local data into embeddings, denoted
asle.., .., - . ., e.,], where n represents the number of nodes in the graph. Then, the local GNN model is
used to aggregate the embedding information of the neighbors through message passing to obtain the
final graph hidden representation, that is, the local node embeddings. Algorithm 1 illustrates the overall
process of PIAFGNN. PIAFGNN is mainly divided into four stages: 1) Stealing Target Embeddings;
2) Shadow Model Training; 3) Attack Model Training; and 4) Property Inference. Next, we will explain
the specific details of these four stages:

Algorithm 1: PIAFGNN
Input: number of participants K, dimensions of local node embeddings d, number of nodes N, target
node v;, GRN’s initial parameters 6 and ¢, model weight W,
Output: the property f that the attacker aims to infer.

1: Train the FedGNNS to obtain the local embedding gradient VH® (m) and a local model gradient
Vg (m).

2: Generate a random noise vector z,,, and noise gradient VA", (m)

(Continued)



1864 CMC, 2025, vol.82, no.2

Algorithm 1 (continued)
3: Concatenate VH

1 noise A 5
4:0andy — < 3, (Dis (VH,..: ) — Dis (VH;j,ie,i; ¢>)) .
5: Save 6’ and ¢'.
6: VH"(C) « Gen(z,, VH (m); 60').
7
8
9

(m) and VH" (m) as input of discriminator.

:fori=1to K do
. PisP2s -5 Dk < TS < £,(G)

diff
: pi < aggregate%;,pff;‘. .. ,pk?m
. i if iy if
10: v, < aggregate(p\”,py",....,p5")
11: insert v; into D"
12: end for
. i 1 P train
13: Classifier A < min Egs [>,_, & (M" (E (Din,)) . f)]-
14: Return f
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Figure 2: The framework of PIAFGNN

1) Stealing Target Embeddings Phase: Similar to the methods described in [22,23], the attacker
can steal the target user’s node embeddings information through the Generative Regression Network
(GRN). The GRN optimizes the model by minimizing reconstruction error to achieve the goal of
data generation, offering strong nonlinear mapping capabilities and fast learning speed. As shown in
Fig. 2, the attacker first completes local training using the initial model gradient and their local GNN
model to generate local node embeddings H,,. Through forward propagation, attacker can obtain a
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d-dimensional local embedding gradient VH"(m) and a local model gradient Vg!”(m) for partici-
pation in federated learning. Next, the malicious attacker uses a GRN generator based on a 3-layer
MLP with a ReLU activation function to generate the target user’s local embedding gradient, where the
generator model is denoted as Gen(-). Specifically, the attacker uses the generator to generatea (K—1) x
d-dimensional random noise vector z;, and the corresponding noise gradient VH") (m), with 6

being the parameters of Gen(-). Then the attacker concatenates VH (m) and d-dimensional local

embedding gradient VH”(m) to form a K x d-dimensional embedding gradient estimate VI:I}f,; =

VH, (m)
|: VH® (m)
information from real data to obtain a gradient closer to the true target user’s embedding gradient.
Therefore, the generator model can be expressed as V]il;fze <~ Gen(z,,,, VH" (m);0). By querying the
central server to obtain the global node embedding gradient VH,,,, and the global model Vg\), .,
the attacker can transform the goal of obtaining the target node embedding gradient VH® (C)

target

into a regression problem. Since V Hy,,,, include contribution from VH" (C), the discriminator first

target

} , which serves as the input to the GRN discriminator, promoting the generator to utilize

compares the embedding estimate generated V A, with the global node embedding gradient VH',),,,
and updates the generator’s parameter 0 and the discriminator’s own parameter ¢ by minimizing the
loss function L. This training process uses Mean-Squared Error (MSE) as the discriminator’s metric,

which can be represented as:

L ([ oz :
Loy =~ > (Dis (VH,: 8) - Dis (VA ;) . (1)
i=1
where N represents the dimension of the node embedding gradient, and Dis(-) is the function of
the discriminator. By minimizing L,,, the discriminator guides the generator to gradually generate

embedding gradient estimate V), that is more consistent with VH',), ., thereby obtaining optimized

discriminator parameter ¢’ and generator parameter 6'. Since VI:I;f,) includes noisy gradient VH) (m)
and the attacker’s local embedding gradient VH'” (m), the optimized VH") (m) can be close to the
gradient contribution of all other participants except the attacker. Assuming the attacker knows
that there are K clients participating in the FedGNNs training. Since FedGNNs use the FedSGD

aggregation algorithm, the objective function can be constructed as follows:

2
1
VH{,, g(VH;f;;W(m FVH M+ Y VHi“(i))- @

ieK izattack,target

This objective function indicates that the attacker aims to update the GRN model by optimized
parameters 6’ and ¢'. By uploading the generated gradient estimate VA, i to participate in the training,
the output of the global embedding gradient obtained by the objective function is as consistent
as possible with the true global embedding gradient VH},,,. In addition, to further determine the
contribution and weight of the target user’s node embedding gradient in VHy,,,, the attacker can
narrow the scope through multiple rounds of differential analysis. In each round of FedGNNs, the
server will send the new global embedding gradient, and the local embedding gradient uploaded by
each client may be different in each round. Therefore, the attacker needs to record the changes in
VH,,,, for each round, that is, AVH},,, = VHy,) — VH,),,, and subtract the known embedding
contributions in each round. The remaining part is the contribution from the target user and other
honest clients. Through multiple rounds of differential analysis, the attacker can gradually narrow
the scope and infer which embedding gradient change patterns are similar to the behavior of the
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target user, thereby determining the node embedding uploaded by the target user. Eq. (3) defines the
overall GRN loss function Ly, which the attacker can minimize to reduce the difference between
the real global embedding and the global embedding gradient obtained by the objective function.
By subtracting the known part of the gradients (such as the attacker’s local embedding gradient and
the local embedding gradient of clients controlled by the attacker) from VH,),,, the attacker aims to
infer the local embedding characteristics of the target user. so that the VH'" (m) in generator’s output
Gen(zsy., Vg (m);0') can then approximate the target user’s embedding gradient. The loss function
Ly 18 calculated as follows:

2

: A3)

LGRN =

1 .
VHy — % (VH&“ (m) + VH{ (m) + Y VHi“(z))

i#attacker,target

By minimizing Ly, the attacker can further adjust the parameters of both the generator and the
discriminator. After iterative adjustment of 6’ and z,,, the generator finally generates a random noise
gradient VH'") (m) that is closest to the true target user’s local embedding gradient VH(C):

noise

VH(C) < Gen(zy,, VH (m);0'). 4)

Once the target node embedding gradient is obtained, the attacker can use the backpropagation
mechanism of GNNs to obtain the target user’s local node embeddings H:

dLery  0Lgry
H, <~ = W“), (5)
" 8HY  9H
where W represents the weight matrix, which can be obtained from the global model gradients and
the local model gradients of the target user. The method for obtaining the target model gradients
Vg?(C) is similar to the method for obtaining embeddings and can be generated together by the
GRN generator during processing.

2) Shadow Model Training Phase: To train the attack model of PIAFGNN, the attacker needs a set
of properties of interest F' and the target graph embeddings H as background knowledge. The attacker
can obtain auxiliary datasets D with the same or similar distribution as the target graph dataset
from public datasets as the attacker’s shadow graph dataset G* by querying the statistical features of
H_ (such as mean, variance, etc.), and labels the properties the attacker wish to infer. Then, attacker
trains x (x > 1) shadow models 7%, 77, ..., T® based on multiple equally sized subsets divided from
G®. Each shadow model 77 is trained on the shadow dataset G¥, which is sampled randomly from the
attacker’s local dataset G or shadow graph dataset G°. The sensitive property values of the shadow
graph dataset and the local graph dataset of the attacker are labeled in advance. By using multiple
shadow models, the attacker can understand the target model’s response to different structural datasets
and features, thereby improving the accuracy of inferring the target user’s graph properties. To ensure
that the shadow models can simulate the behavior of the target user’s local model T, we consider
that malicious attackers can infer the number of layers, embedding dimensions, and other information
about the target model’s architecture and parameters based on the features of the observed embeddings
or gradient updates. This situation is feasible in practice [24]. The attacker will continuously optimize
and update each shadow model based on the stolen node embeddings H of the target user.

3) Attack Model Training Phase: For each shadow model 77 and its training dataset G°, the
attacker transforms the training results of each shadow model 7% on the dataset G° during the shadow
model training phase into posterior probabilities output through a softmax layer. The probabilities are
then aggregated into a feature vector as the feature of the PIA model training, which is inserted into the
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PIAFGNN training dataset D" . The posterior probabilities reflect the results of the shadow model’s
property inference on the shadow dataset. The aggregation method uses Element-Wise Difference
(EWD). Specifically, for each node’s k-dimensional posterior probabilities output p,, p,, ..., pi, the

EWD p,;; is computed as:

1

P = =D Z (p:i = pils i # ). (6)

1<ij<k

After obtaining the p® for each node, each shadow model 7}’ concatenates the p* of all nodes in
its dataset into a feature vector v, = (p,p ..., p™) as the input feature for the property classifier
P, and inserts ¥, into the training dataset D™ of P. Once D™" is generated, the attacker can train

attack attack
the property classifier P on D"*" to perform property inference for PIAFGNN. In this work, random
forest (RF) is considered as the prediction layer model of P, as RF can provide higher prediction
accuracy when dealing with complex and high-dimensional datasets. P consists of a feature extractor
E and multiple parallel prediction layers M?, where each M? is responsible for predicting one property.
The goal of M? is to minimize the cross-entropy loss function to optimize the classifier’s parameter A,
enabling the P to output the property value of interest. The training and optimization problem of the

P can be stated as:

A < min Egs {Zﬁf (M" (E (D)) ,f)} , ™
feF

where F is the set of properties that the attacker is interested in, the number of nodes, the number
of edges, the node density, etc. For each property f € F, there is a corresponding prediction layer
M?, and £ represents the cross-entropy loss. The feature extractor E is responsible for extracting
the embedding features from D”*" . All properties share the same parameters in £, while each M” uses
different parameters to handle the unique characteristics of each property, ensuring that each property
is specifically optimized. Through this supervised learning method, P can learn the relationship
between feature vectors and property labels, allowing it to infer the specific property in the target
user’s local graph during the property inference phase.

4) Property Inference Phase: Just as described in the attack model training phase, the attacker
has already trained the property classifier with the embedding information and property labels. In
the inference phase, the attacker passes the stolen local embedding H. of the target user through
the forward propagation and softmax of the trained shadow model 77 to obtain the corresponding
posterior output, and uses the same aggregation function EWD as in the attack model training phase
to aggregate the obtained feature vector v, which is input into the property classifier P. The parameter
A of P is optimized by Eq. (7) as the initial parameter. Through feature extraction and prediction by
the M” layer, the attacker can obtain the probability distribution vector p, for the predicted properties
of the target graph G¢.

5 Evaluation
5.1 Experimental Setup

All experiments in this paper are executed on an Xeon(R) W-2133 CPU paired with 256 GB
of RAM and NVIDIA GeForce RTX 2080Ti. All algorithms are implemented using the PyTorch
Geometric framework in Python 3.9.0. We set the number of training iterations to 50 and the
learning rate of stochastic gradient descent (SGD) to 0.01, which is used for gradient optimization
and backpropagation in the neural network algorithm. We configure 15 clients to participate in the
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FedGNNs training, the attacker can control at most 20% of them, which is 3 honest clients. We first
consider the scenario where the attacker can only fully control one honest client or directly disguise as
an honest client to participate in federated training. Therefore, among the 15 clients participating in
the training, fourteen are honest clients, and one is the malicious client controlled by the attacker, while
the other honest clients are unaware of the attacker’s presence. For parameter aggregation training, we
choose FedSGD as the gradient parameter aggregation method in FedGNN:Gs.

Datasets: To conduct a comprehensive study of PIAFGNN, we selected three public datasets with
different complexity in terms of the number of classes, edges, and nodes to verify the performance of
our method, including Cora [25], Citeseer [26], and Pubmed [27]. They are widely used in the literature
for graph learning: (1) Cora is a commonly used academic citation network dataset. It contains an
academic citation network in the field of machine learning, as well as the content features and label
information of each document. (2) Citeseer contains six categories of papers, with each node having
a feature vector and a label. The main task of Citeseer is to classify nodes based on their features and
graph structure. (3) Pubmed is a biomedical literature dataset from the Pubmed database, consisting
of papers related to diabetes, divided into three categories. Each node is associated with 500 unique
keywords as features. Table 3 summarizes the basic information of these three datasets, e.g., the number
of nodes and edges. For all three datasets, the node embedding dimension is set to 64.

Table 3: Information on utilized datasets

Dataset Nodes Edges Features Classes
Cora 2708 5429 1433 7
Citeseer 3327 9228 3703 6
Pubmed 19,717 44,338 500 3

Dataset Splits: We randomly extract 10,000 subgraphs from the graph dataset and evenly
distribute them to 15 clients, ensuring that each client possesses a portion of the entire graph dataset
as its local dataset. The client randomly divides its local dataset into 80% training dataset set and
20% test dataset, participating in FedGNNs training with node classification as the downstream task.
During the training process, each client trains its local dataset using the local GNN model and only
uploads the trained model gradient and node embedding gradient to the central server for federated
aggregation. Throughout the whole process, neither the central server nor the clients could access the
local graph data of any other client. In the same experiment, we consider two different private graph
properties as the attacker’s targets, namely the number of nodes and the number of edges, which are
irrelevant to the model’s node classification task.

Models and Metrics: In experiments, we focus on three standard GNN architectures: GCN
[19], GraphSAGE [20], and GAT [21], which are widely used in the machine learning field. For the
hyperparameter configuration of the corresponding models, we adopt the standard stated by previous
works in the scientific literature. Specifically, the number of neurons in each hidden layer of each model
in the experiment is set to 64, which matches the dimension of the node embeddings. For GCN, we
utilize 2-hidden layers of dimension 64 with a ReLU activation function between them. For the GAT,
we set 3 hidden layers. And for GraphSAGE, we use 2-hidden layers, of dimension 64. Additionally,
this paper uses Attack Accuracy (AC) to evaluate the effectiveness of the attack. AC = %, where N
is the number of graphs correctly predicted by PIAFGNN, and N is the total number of graphs in the
test dataset. The higher the AC value, the more effective the PIAFGNN is.
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Benchmark Methods: Since this is the first study on property inference attacks against FedGNNSs,
in order to verify the attack performance of PIAFGNN, we select the property inference attacks
method against centralized GNNs in [10], as well as the random guessing method based on binary
classification tasks, for comparison as baseline methods.

5.2 Performance Evaluation of the PIAFGNN

5.2.1 Performance of PIAFGNN

The attack performance of PIAFGNN is tested under three different local GNN models, targeting
the inference of two basic properties of target graphs: the number of nodes and the number of edges.
The results are shown in Table 4. In order to fairly compare the attack accuracy under different settings,
it is necessary to ensure that the training data of PIAFGNN for all experiments is the same. The
experiments use Random Forest (RF) as the training algorithm for the property classifier and MaxPool
as the embedding aggregation method in the pooling layer for GNNs, as these settings produced the
best attack performance.

Table 4: Attack accuracy of PFTAFGNN and centralized benchmarks on FedGNNs based on different
local GNN models

Local model Datasets Centralized [10] Ours
Number of Number of Number of Number of
nodes edges nodes edges

GCN Cora 0.8342 0.8071 0.8280 0.7897

Citeseer 0.7991 0.7617 0.7746 0.7185
Pubmed 0.7535 0.7232 0.7262 0.6902
GAT Cora 0.7653 0.7266 0.7388 0.7091
Citeseer 0.7547 0.6845 0.7107 0.6735
Pubmed 0.7002 0.6368 0.6782 0.6220
GraphSAGE Cora 0.8064 0.7879 0.7605 0.7361
Citeseer 0.7818 0.7324 0.7471 0.7040
Pubmed 0.7216 0.6768 0.7040 0.6573

As reported in Table 4, PIAFGNN achieved commendable attack accuracy in most settings, with
an average attack accuracy exceeding 70%. Notably, in the inference task targeting the graph node
count property within the FL framework based on the GCN model, the attack accuracy reaches
82.80%, which is close to the property inference attacks accuracy of 83.42% against centralized GNNs
Even on a complex GNN model like GAT, the attack accuracy of PIAFGNN can reach over 67.82% on
a graph dataset with a complex structure like Pubemd, which is significantly higher than the Random
Guessing baseline method.

5.2.2 Impact of Different GNN Complexities on PIAFGNN

We also test the impact of different complexities of target GNN models on the attack accuracy
of PTAFGNN, as shown in Fig. 3. Specifically, we evaluated the attack performance of PIAFGNN
by using different GNN architectures as local models and varying their complexities, that is, changing
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the number of hidden layers, and using node count as the target property. Experiments are conducted
within the FL framework on three datasets, focusing on three GNN model architectures with 2, 4, 6,
and 8 hidden layers. The attacker aimed to infer the node count of the target graph. We can observe that
although the attack accuracy of PIAFGNN decreases with the increase of model complexity, even for
complex GNN architectures with 8-hiddenlayers, such as GAT, our attack can still achieve an attack
accuracy of 60.67% on Pubmed dataset, which is significantly higher than the accuracy of the random
guessing baseline method, proving that PIAFGNN has achieved desirable attack performance and
can effectively handle various complex model structures.
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Figure 3: Comparing the impact of different local GNN complexity on the attack accuracy of
PIAFGNN

5.2.3 Impact of the Number of Clients Controlled by Attacker on PIAFGNN

In order to investigate the impact of the number of honest clients controlled by the attacker,
that is, the proportion of local graph datasets that the attacker can possess on the attack accuracy
of PIAFGNN, we test the attack accuracy of PIAFGNN when the attacker fully controls 1, 2, or 3 of
the 15 honest clients participating in federated training and we set the attacker to use the RF model
as the property classifier. From Fig. 4, we can observe that as the number of honest clients controlled
by the attacker increases, the attack accuracy of PIAFGNN also gradually improves on FedGNNs
based on different local GNN models. When the malicious attacker controls two honest clients, the
attack accuracy of PIAFGNN increases by an average of 3.6% compared to controlling only one
honest client. Furthermore, when the attacker can control three honest clients, the attack accuracy of
PIAFGNN increases by an average of 6.8% compared to controlling just one client. This is because
the more clients the attacker controls, the larger the proportion of graph datasets they have access
to, allowing the attacker to obtain more global model updates and node embedding information.
This information can be used to more comprehensively guess changes in the global model and more
accurately understand the dynamics of the global model updates. As a result, it becomes easier to steal
the target user’s node embeddings and infer the privacy properties of the target graph data.

5.2.4 Impact of Different Property Classifier Algorithms on PIAFGNN

To further verify the superiority of the PIAFGNN algorithm, consider the PIA attack methods
of two other regression algorithm classifiers as baselines compared with our PIAFGNN based on RF
property classifier: 1) Support Vector Machine (SVM), and 2) AdaBoost, as shown in Fig. 5. Using
the Cora dataset as an example, these results can be generalized to other datasets. After 50 rounds of
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iterations, the RF-based property classifier demonstrates superior performance compared to the two
baseline methods across three different FedGNNs frameworks, achieving the highest attack accuracy.
On average, the accuracy is 4.9% higher than SVM-PIA and 8.6% higher than AdaBoost-PIA. This is
attributed to the highly parallelized training process of the RF-based property classifier, where RF can
randomly select decision tree node splitting features, offering a significant advantage when handling
high-dimensional data like graph data, without the need for feature selection.
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Figure 4: Comparing the impact of the number of clients controlled by attacker on the attack accuracy
of PIAFGNN
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Figure 5: Attacks accuracy under different property classifier algorithms

5.3 Potential Defenses against PIAFGNN

In this section, we evaluate the effectiveness of potential defense methods against PIAFGNN
and their impact on the main task classification accuracy of the target model. Here we consider two
possible defense strategies: (1) Adding differential privacy noise to perturb embeddings [28]; (2) Gradient
Compression (GC) [29]. The following briefly introduces these two defense strategies:

(1) Adding differential privacy noise to perturb embeddings. We first consider adding differential
privacy noise perturbations, which follow a Laplace distribution, to the embeddings to defend against
PIAFGNN. Formally, during the training of local graph data, each client perturbs the local node
embeddings by adding a certain scale of differential privacy noise, that is, H. = H. + Lap(B),
where Lap(B) represents a random variable sampled from the Laplace noise distribution, and S
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is the scale parameter. The computation formula is given by: Pr[Lap(8) = x] = ﬁe"x'“", where
B = {0.1,0.5,2,4, 6}. Afterwards, clients train on the perturbed node embeddings through forward
propagation to obtain perturbed embedding gradient and model gradient, which are then uploaded
to the central server to participate in federated training. Through experiments, we have validated the
impact of different differential privacy noise scale parameters added by clients to local embeddings on
the effectiveness of PIAFGNN and on the accuracy of the primary task classification. Generally, the
higher the noise scale and thus the privacy budget, the stronger the defense effect; however, this also
leads to a greater impact on the classification accuracy of the main model.

Fig. 6 shows the changes in attack accuracy of PIAFGNN on three datasets for different GNN
models under varying noise scales, as well as the changes in accuracy for the normal classification
task. As the noise level gradually increases from 0 to 6, the performance of property inference attacks
on different models progressively decreases, with the attack accuracy on Pubmed dataset reducing to
36.5%. This is expected, as higher noise levels obscure more structural information contained in the
embeddings. On the other hand, as the noise level increases, the accuracy of the main classification
task also significantly declines, with an accuracy loss of up to 40.3% on Cora dataset. This is because
adding noise causes the model to learn from incorrect labels and reduces the model’s generalization
ability, which does not meet the defense expectation of reducing attack performance without affecting
the accuracy of the main classification task. However, we also found that if an appropriate noise
scale 8 is selected, such as when g = 0.6 to 1.0, a relative balance between privacy protection and
the classification accuracy of the main task can be achieved. Additionally, on the Cora and Citeseer
datasets, the attack accuracy of PIAFGNN for all three GNN models still remains above 50% even
when the noise scale is 6, which is higher than the random guessing baseline. This indicates that
Embedding Perturbation is not highly effective in defending against PIAFGNN.

(2) Gradient Compression (GC). Another defense mechanism we consider is gradient compression,
where clients only upload local model gradients that exceed a given threshold to the server for aggre-
gation. It aims to protect privacy by providing the server with the minimum amount of information
necessary for model aggregation, reducing the privacy information carried in the shared gradient, and
increasing communication efficiency. The experiment tested the impact of gradient compression ratios
on the performance of FedGNNs on the main task and the accuracy of PIAFGNN, and the results
are shown in Fig. 7. As the gradient compression ratio increases, the attack accuracy of PIAFGNN
generally decreases, albeit slowly in most cases, with a reduction of about 25%, while the main task
classification accuracy has decreased by about 30%. Specifically, on the Pubmed dataset, when the
gradient compression ratio increases to 0.8, the attack accuracy only decreases by 15%, while the
classification accuracy of the main task decreases by 34%. This indicates that the defense effectiveness
of gradient compression against PIAFGNN is limited and may lead to a decrease in the classification
accuracy of the main task. This is because even if the gradient is compressed, the malicious attacker
may still be able to recover the compressed information by collecting enough gradient updates and
using statistical methods or optimization techniques.
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Figure 6: Evaluation of Laplace noise perturbation defense methods against PIAFGNN on three
datasets

Although neither of the two defense mechanisms can effectively counter PIAFGNN, upon
analyzing the relationship between the embedding perturbation method and attack performance, we
discover that by choosing an appropriate noise scale and minimizing the noise budget, PIAFGNN can
potentially be prevented from successfully inferring private properties while also improving commu-
nication efficiency and minimizing the impact on the accuracy of the primary task classification. For
example, during the training of the Cora dataset, we found that controlling the noise scale 8 between
0.6 and 1.0 can face the attack accuracy of PIAFGNN by more than 30%, while the primary task
classification accuracy only drops by about 20%. Similar results have been observed with other datasets
as well. Additionally, in future work, it may be possible to effectively defend against PIAFGNN by
adding different noise scales to the local data and model parameters of clients based on their privacy
needs, using an adaptive differential privacy (APM) mechanism.
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Figure 7: Evaluation of gradient compression defense methods against PIAFGNNs on three datasets

6 Conclusion

This paper investigates the property inference attacks against federated graph neural networks,
namely PIAFGNN, for the first time. The attacker can use the GRN to steal the local node embedding
gradient and model gradient uploaded by the client participating in the FedGNNs training by
obtaining the global embedding gradient and other information. Subsequently, by using the stolen
gradient information and auxiliary datasets, the attacker can train shadow models and property
classifier to infer basic property information of target graphs that is irrelevant to downstream tasks.
Extensive experiments demonstrate the effectiveness of PIAFGNN in a variety of public graph
datasets, with results that can be generalized to multiple GNN models under FL. Finally, we verify
the robustness of PIAFGNN under two defense mechanisms, both of which are unable to effectively
defend against PIAFGNN.

However, PIAFGNN also faces certain limitations. Firstly, PIAFGNN only considers node-level
property inference attacks, without exploring inference attacks targeting graph-level GNNs. Generally,
inferring sensitive property information of a target graph using entire graph embeddings is more
challenging than using node embeddings. In addition, in PIAFGNN, the attacker needs to obtain
shadow datasets with distributions similar to that of the target user’s data. Although this has been
proven feasible in practice, for example, by obtaining various datasets from multiple domains, it also
consumes more computational resources and increases computational complexity. In the future, we
will explore how to relax these limitations by investigating methods to acquire high-quality auxiliary
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datasets and enhancing the quality of the embedding extraction process to improve the attack accuracy
of PIAFGNN.
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