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ABSTRACT

As more and more devices in Cyber-Physical Systems (CPS) are connected to the Internet, physical components
such as programmable logic controller (PLC), sensors, and actuators are facing greater risks of network attacks,
and fast and accurate attack detection techniques are crucial. The key problem in distinguishing between normal
and abnormal sequences is to model sequential changes in a large and diverse field of time series. To address this
issue, we propose an anomaly detection method based on distributed deep learning. Our method uses a bilateral
filtering algorithm for sequential sequences to remove noise in the time series, which can maintain the edge of
discrete features. We use a distributed linear deep learning model to establish a sequential prediction model and
adjust the threshold for anomaly detection based on the prediction error of the validation set. Our method can not
only detect abnormal attacks but also locate the sensors that cause anomalies. We conducted experiments on the
Secure Water Treatment (SWAT) and Water Distribution (WADI) public datasets. The experimental results show
that our method is superior to the baseline method in identifying the types of attacks and detecting efficiency.

KEYWORDS
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1 Introduction

Cyber-Physical Systems (CPS) are the integrations of computation and physical processes [1],
which have been widely used in industrial control systems and have become the core foundation of key
national infrastructure such as manufacturing, petrochemicals, power, and communication. However,
the security issues of CPS are becoming increasingly prominent, with threats such as physical security,
cyber-attacks, and data privacy constantly increasing, and global industrial control security incidents
emerging one after another. For example, in 2015, the Ukrainian power grid was hacked, causing
widespread power outages [2]. In 2021, a water treatment plant in Florida became a victim of attempted
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urban water poisoning, as attackers attempted to alter the concentration of sodium hydroxide in
drinking water [3].

With the networking of devices in Cyber-Physical Systems, physical components such as pro-
grammable logic controllers (PLCs), human machine interface (HMI), sensors, and actuators have
become the main targets of cyber-attacks.

The attack point in CPS is often the physical component itself, or it may be the entry point of
the communication network that connects sensors or actuators to the controller and the supervisory
control and data acquisition (SCADA) system. The programmable area of the controller is one of
the targets that attackers are concerned about. To gain control over physical processes, attackers may
forge or tamper with the control logic of PLCs. Control logic has strict sequential requirements, and
incorrect sequential logic attacks may cause process validation interruptions or device damage [4]. The
most famous attack of this type is the Stuxnet attack [5]. The implanted virus modified the PLC control
code through the internal network, issued incorrect instructions to the centrifuge, and caused physical
damage. A common attack against terminal devices is the sensor numerical replacement attack. The
attacker intercepted real sensor data and injected false sensor data into the PLC, causing the PLC
to enable inappropriate control operations based on false measurement data. Attacks on the physical
component of CPS are very different from network attacks on traditional I'T systems, as they may not
only cause economic losses but also potential casualties.

Industrial control data consists of network traffic data and physical attribute data. Compared
with the former, physical attribute data changes slowly and has good stability, which is conducive to
establishing stable prediction models through learning from normal data. Moreover, such data usually
has clear physical meaning and interpretability. Therefore, we focus on anomaly detection of the latter
type, which originates from physical components that record the detection and operation status of
controllers, various sensors, and actuators in chronological order. In this article, we refer to these data
as industrial control sequential data, which have the following characteristics:

(1) Data are multidimensional. An industrial control system contains many physical components,
and the data collected by each component is often regarded as one-dimensional data.

(2) The volume of data is large. On the one hand, during the process of equipment automation,
the controller generates a large amount of data. On the other hand, the cost of obtaining real-
time data is no longer high. As a result, with the improvement of sensor technology and data
transmission capabilities, the devices in the system collect data at a high frame rate during each
collection process [0,7], which also generates a large amount of data.

(3) Data are multidimensionally correlated. The most important feature of industrial control
sequential data is the process correlation between multiple variables, which is determined by
the combination relationship of physical components in industrial control systems. A change
in the working state of a component may affect the state of other components or the entire
system after a certain delay.

(4) Data are usually periodic. Industrial control system (ICS) exhibits more cyclical behavior than
information technology systems because, in industrial production processes, the operation of
systems and industrial control components have a certain degree of periodicity [8].

(5) Data is usually noisy. Noise may be caused by errors in the component itself, measurement
methods, transmission, or processing.

(6) Datais real-time. We hope the latency of data processing is low so that we can respond promptly
to any anomalies or changes during the process.
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In the past few decades, deep learning has stood out in anomaly detection methods for industrial
control sequential data due to its outstanding performance and widespread applications. Among them,
LSTM is considered a typical way to capture short-term and long-term information and process time
series data [9]. While Transformer is a highly successful sequence modeling framework that can more
effectively capture long-range dependencies and process time series in parallel. In recent years, multi-
layer perceptrons (MLPs) [10,11], a type of feedforward neural network consisting of an input layer,
one or more hidden layers, and an output layer, have achieved performance comparable to Transformer
models in some cases, and they are simple and fast, which is very attractive.

Although deep learning has made significant achievements in anomaly detection, challenges still
exist:

(1) The data of industrial control time series is often susceptible to various noises due to
equipment, environmental changes, data transmission, and other factors. For sequence data
with high noise, it may not be possible to achieve good detection results. How to eliminate
noise in order for the model to learn the characteristics between data more effectively is an
urgent problem that needs to be solved.

(2) How to model sequential changes in a large and diverse field of time series is a key problem
that needs to be solved to distinguish between normal and abnormal time series, which is also
the most challenging problem.

In response to the above issues, this article proposes a fast and practical industrial control anomaly
detection method to process physical component data and constructs a distributed industrial control
anomaly detection system based on linear models. The overall architecture is shown in Fig. 1. The
main contributions of this article are as follows:

(1) Considering that bilateral filtering of images can maintain the marginalization of discrete
features, we propose a bilateral filtering algorithm suitable for temporal sequences, and use
this algorithm to process temporal sequence data, achieving good denoising effects;

(2) To solve the problem of large and high-dimensional data collection in industrial control, and
the difficulty of a single model effectively solving complex problems, we adopt a distributed
method to split large problems into multiple small problems and allocate data, tasks, etc.,
to multiple machines for parallel execution. We use a distributed deep learning model to
independently train and detect anomalies, effectively improving the identification of attack
types and shortening detection time;

(3) Considering that the multilayer perceptron model has the characteristics of lightweight and fast
speed, and can accurately approximate any continuous function, it is very suitable for anomaly
detection in information physics systems. Therefore, we designed a wide MLP model for the
prediction model to learn nonlinear relationships between multivariate time series. To prevent
overfitting caused by wide deep learning networks, we used masking techniques to remove
redundancy and achieved the expected results.

The rest of this paper is organized as follows: Relevant work is introduced in Section 2, the
proposed model design method is detailed in Section 3, and experimental research and data analysis
are conducted in Section 4. Finally, the conclusion is presented in Section 5.
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Figure 1: Overall system architecture diagram

2 Related Work
2.1 Methods Based on Linear Models

Deep learning has achieved significant results in the field of anomaly detection, such as LSTM,
GRU, and Transformer models, but these complex models often lead to increased computational
burden during training and inference stages. To address this issue, some scholars have attempted to
construct anomaly detection models using simple linear models, in order to reduce computational
complexity and resource consumption while maintaining a certain level of performance. Zenget al.[12]
introduced a very simple single-layer linear model (LTSF-Line) and conducted comparative experi-
ments on nine real datasets. The results indicate that in all cases, LTSF-Line surprisingly outperforms
existing transformer-based complex LTSF (the long-term time series forecasting) models. Since the
publication of their paper, there has been an increasing number of applications based on linear
models, with training and detection costs comparable to state-of-the-art models. Yin et al. [10]
used information gain, random forest, and recursive feature elimination to filter important features,
obtaining a simplified subset of features. They then used this subset to train the MLP model and
achieved good results. Ekambaram et al. [13] proposed a lightweight neural architecture consisting
entirely of multi-layer perceptron modules, designed specifically for repairing multivariate prediction
and representation learning in time series. This architecture enhances various coordination heads
and gates attention to channel independent backbones, which greatly enhances the learning ability
of simple MLP structures. Li et al. [14] proposed a lightweight but effective anomaly detection model
using only multi-layer perceptrons, which applies a multi-scale sampling strategy to MLP networks to
better extract and integrate temporal and variable dimensional information.

2.2 Mask Based Methods

Masking is commonly used in deep learning. One mainstream application of masking is to
construct self-supervised models by designing masked autoencoders, which attempt to reconstruct
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the content of the masked part through learning from the unmasked part, with losses only calculated
in the masked part. This method can reduce the cost of data annotation. He et al. [15] used a self-
supervised approach to randomly block some information from the input image and reconstruct
missing pixels. They found that blocking a large proportion of the input image (e.g., 75%) would result
in a non-trivial and meaningful self-supervised task. Fu et al. [16] believed that industrial control time
series are usually continuous, so discrete mask tokens are not used. Instead, all mask samples are
replaced with random values within the input range, and these mask values are predicted based on
the mask sequence. Another application of masks is to remove data redundancy. In recommendation
systems, Zhao et al. [17] believed that redundant interactions hinder the model from capturing user
intentions, and using masks can discard most of the historical interactions. In time series prediction,
Tang et al. [18] argued that local information in multivariate time series data (MTSD) may appear to
have heavy spatial redundancy, but the multivariate information at each time point has high specificity.
Missing information can be easily learned from information at adjacent time points without requiring
high-level understanding. The author used the idea of a Vision Transformer (ViT) to patch MTSD
and blocked more random patches than the original MAE. This simple strategy effectively reduces
redundancy and further improves the overall understanding of low-level information in the model.

3 Our Methodology
3.1 Problem Description

In this article, an industrial control anomaly detection model based on distributed linear deep
learning model is proposed. After data preprocessing, the prediction subnet predicts the future time

series X = {x!,---, x’”}L'“2 based on the input historical time series X = {x!, -, x’”}L1 . The predicted
t t Ji=Ly+1 4 t)i=1
. S N A Li+L . .
valueis X = {x}, ce, X ’:1; jl, where L, and L, are the length of the historical sequence and the length

of the future sequence, respectively. x* represents the value of the k-th dimension in the 7-th time step,
X* represents the predicted value of the k-th dimension in the z-th time step, m represents the total
dimension of the predicted subnet input, y, represents the true label of the test set, and y, is the predicted
label of the test set. There are only two values of the tags: abnormal and normal. The predicted label
is obtained by comparing the sequence prediction error with the threshold. If the prediction error is
greater than the threshold, the predicted label is 1, indicating anomaly, and vice versa, it is 0, indicating
normal.

3.2 Data Preprocessing

3.2.1 Data Normalization

Due to the fact that on-site data collected from industrial control systems may come from multiple
sensors and actuators, there are differences in units and numerical values between different features of
the data. Therefore, before training the model, it is necessary to normalize the features to eliminate the
differences between different features. Maximum minimum normalization is a commonly used method
that can scale training data to a range of 0—1. The calculation formula is shown in (1).

X' —-X
X”: min (1)
X —X

max min

where X" is the normalized data, X" is the original data, and X/, and X _are the minimum and
maximum values of the training data, respectively.
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3.2.2 Feature Denoising

Noise may cause serious problems. Therefore, before inputting data into the anomaly detection
model, it is necessary to perform feature denoising. Bilateral Filter is a nonlinear filtering method that
combines image spatial proximity and pixel value similarity, which can effectively filter out random
noise in images. It can smooth data while maintaining its edges, but it is not suitable for time series
because the data in the time series is not closely related to its adjacent data like the data in the image.
It is only related to the data before and after. Therefore, we employ a bilateral filter suitable for time
series instead, with weighted averaging only performed in each dimension.

To ensure that the number of samples in the filtered data remains unchanged, we will make
2ksiz=1 _ 1copies of the first sample in the X” sequence and add it to the front part of X”. The filtering
window of a sequential bilateral filter is a time series with a length ksize. The subscript ksize — 1 in
the filtering window represents the value to be updated, while the other values represent the historical
values in the sample data that are [2"”’”", e, 22—-1,2'— 1] away from the value to be updated. The
kernel functions of the sequential bilateral filter include the spatial domain kernel wd and the value
domain kernel wr.

The spatial domain kernel calculates weights based on the distance between each sample in the
filtering window and the value to be updated. The farther the distance, the smaller the assigned weight.
The weight formula is shown as (2) and (3):

. (Subi - Subll;.vize—l)z
wd = exp| — %5 (2)
1

. wd,
WD, = e — 3)
2L wd;
where sub] represents the coordinates of the j-th dimension of the i-th sample in the filtering window,
and §, is the standard deviation of the Gaussian function.

The value domain kernel assigns weights based on the numerical difference between each sample
in the filtering window and the value to be updated. The larger the difference, the smaller the assigned
weights. The formulas are shown in (4) and (5), respectively:

wr, = exp (— M) “

282

WR = (5)

>
where g/ is the numerical value of the j-th dimension of the i-th sample in the filtering window; /7 is the
value of the j-th dimension of the sample to be updated; &, is the standard deviation of the Gaussian
function.

The data formula for sequential bilateral filtering can be expressed as shown in (6) and (7):
W! = WD,- WR, (6)

et
> gw!

W =
ksize—1 ksize—1 7l
2 W

(7
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3.2.3 Down-Sampling

The sampling frequency of the dataset used in this article is once per second. The data changes
slowly. Therefore, in this article, data is taken every 5 s. There is no significant change in the data
pattern before and after sampling. As shown in Fig. 2.
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Figure 2: Comparison of the first dimensional data of the Secure Water Treatment (SWAT) dataset
before and after sampling

3.3 Prediction Network

The prediction network is a lightweight deep learning network composed only of multi-layer
perceptrons (MLPs), and its framework is shown in Fig. 3.

3.3.1 Grouping Module

Distributed algorithms can break down large problems into multiple small ones and achieve
parallel computing on multiple machines, but how to break them down is a key issue. In industrial
control datasets, physical attribute data is collected from industrial control equipment. These devices
are distributed in various production stages of the industrial control system, and changes in data from
the previous stage often affect the data from the next stage. Therefore, we group the dataset based
on the connectivity of different stages and independently train predictive sub-models, with the main
principle of grouping directly related data before and after each stage. We train predictive sub-models
independently for each set of data. The goal of each sub-model is to reduce the error between predicted
and actual values, and the loss function is shown in Formula (8).

Loss = Lzl- - Z: Z:;l (X," - i’,")z (8)
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Figure 3: Prediction network based on multi-layer perceptron

3.3.2 A Prediction Module Based on Random Masks

Industrial control sequential data comes from industrial production processes, with certain
periodicity and seasonality, and is a type of redundant data information. By using masks, we can hide
or select specific information, so that redundancy can be reduced to a certain extent. In this article, we
use the method of patch random masking to process data. On the one hand, it can significantly reduce
redundancy, allowing the model to be effectively trained on smaller sub-blocks. On the other hand,
points in the time series without adjacent point information are meaningless [19], so the block masking
method can retain more correlation information between data compared to channel independence.

We divide the sequential data within the sliding window into non-overlapping sequential sub-
blocks and use a random mask to hide the sequential sub-blocks. The masked part is replaced with
parameters of equal size with all zeros. In the learning model, these parameters are learnable.

The prediction module adopts a multi-layer perceptron network. After passing through a random
mask, the dimensions of the sub-blocks are first expanded through a linear layer, and then the input
and output mapping relationship is established using MLP basic blocks. The basic structure of MLP
is shown in Fig. 4. Finally, the prediction output is given through linear transformation.

Figure 4: Basic structure of MLP
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3.4 Anomaly Detection Methods

We determine whether there is an anomaly based on the prediction error between the actual
value and the predicted value. If the prediction error is greater than a certain threshold, the state
is considered abnormal, otherwise it is considered normal. When using a prediction model trained
on normal data, the prediction error obtained from making predictions on normal data is relatively
small. When predicting abnormal data, the prediction error is relatively large, especially in multi-step
predictions, the larger the number of prediction steps, the greater the prediction error. Therefore, we
use the data from the last time step of the prediction to calculate the prediction error, as shown in the
Formula (9).

i — | xi _x
error’ =X, ., —X] ., 9

where y is a positive integer, X; 21 11, and X {1 11, represent the actual and predicted value of the j-th
dimension of the last time step in the prediction window, respectively.

The prediction error sequence is easily affected by random fluctuations and noise, resulting in
many false alarms. We use an exponential weighted average method to smooth the data and absorb
instantaneous bursts of data. Its formulas are shown in (10) and (11).

B =057 (10)
P = (1— B)error + BP_, (11)
where H is the length of data smoothing, and the initial value of P} is 0.

In industrial control attacks, only some sensors or actuators may be affected, but even a
small number of abnormal instances can trigger catastrophic attacks. Therefore, we choose different
thresholds for each dimension of data in each group. The threshold is calculated by Formula (12).

TH =ax Max + b (12)
where a and b are coefficients, Max’ is the maximum value of the j-th dimension in the validation set.
The predicted labels are:

1 P >TH

Pre_label = < 0 P <TH (13)

.= U Pre_label. (14)

As long as the value of y, at a certain moment is found to be 1 in a sub-model, it is considered
that there is an anomaly at that moment. This can not only detect anomalies, but also identify which
sensor triggered the abnormal behavior in the system, thus locating the attacked sensor.

3.5 Algorithm

The training and testing algorithms for industrial control anomaly detection proposed in this
article are shown in Algorithms 1 and 2:
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Algorithm 1: Training method for the proposed anomaly detection model

Input: Positive sample X, € R"*"
Output: Trained prediction model
Begin
Data normalization
Feature denoising using Formulas (2) to (7)
Data grouping
For each training epoch do
For each min_batch do
Random mask
Expanding the dimension of subblocks through a linear layer
MLP basic block
Output prediction through linear transformation
Loss «<—using Formula (8)
Minimize Loss, do backpropagation and gradient updating
Determine whether early shutdown is necessary based on validation test data
Calculate threshold < using Formula (12)
end
end
end

Algorithm 2: Anomaly detection testing methods

Input: Positive and negative samples X, € R">*"
Output: Binary classification results
Begin
Data normalization
Feature denoising using Formulas (2) to (7)
Importing pre trained model parameters for feature extraction networks
Data grouping
For each min_batch do
Random mask
Expanding the dimension of subblocks through a linear layer
MLP basic block
Output prediction through linear transformation
error’ <— Formula (9)
Smoothing data using exponential weighted average
Abnormal judgment < Formulas (13) and (14)
end
end

4 Experiments
4.1 Datasets
To evaluate our proposed method, we used two popular industrial control datasets, SWAT and

WADI. These two datasets are from the Centre for Research in Cyber Security, Singapore University
of Technology and Design (iTrust).
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The SWAT dataset [20] was collected from the Secure Water Treatment (SWAT) testbed. The
process of water treatment is divided into six production stages: raw water supply (P1), pretreatment
(P2), filtration (P3), dichlorination (P4), reverse osmosis (P5), and storage (P6). Meanwhile, we
referred to the feature selection methods mentioned in the literature [21] and removed features with
different data distributions in the training and testing sets (P-201), as well as features with excessively
high K-S statistical scores (AIT-501, AIT-201). In addition, we also removed features with excessive
oscillations in the predicted sequence (FIT-101). There are a total of 41 attacks in the SWAT dataset,
among which attacks numbered 5, 9, 12, 15 and 18 were not subjected to physical impact attacks, so
there were no changes to the sensors and actuators. These attack detections are not our focus, and we
only tested the remaining 36 attacks.

The WADI dataset [22] was collected from the Water Distribution (WADI) testbed. The water
distribution process of WADI is divided into three different control processes: primary grid (P1),
secondary grid (P2), and return water grid (P3). At the same time, features with severe oscillations
in the predicted sequence (2B-AIT-002-PV, 3-AIT-001-PV) and features with unchanged values were
removed.

Both datasets have two sub-datasets: the first one is collected without any attacks, with 80% used
as training data and 20% used as validation data; Due to the time required for transition from an empty
state to a stable state during the data collection process, the first 30,000 data records were deleted; The
other one is composed of data collected in the presence of attacks, which we use as test data. The main
characteristics of these two datasets are shown in Table 1.

Table 1: Main characteristics of the datasets

Dataset Number of records Dimension Attack type

SWAT 946,719 51 41
WADI 957,372 127 15

4.2 Baseline

We compared the proposed method with two public popular anomaly detection methods. These
two methods also grouped the data in the dataset and trained multiple models to detect anomalies.
These two baseline methods include:

Reference [8]: This paper proposes an anomaly detection method for industrial control systems
using sequence-to-sequence neural networks with attention. The authors grouped the data according
to the production stage and learned the normal dataset in an unsupervised manner. In the detection
phase, the model predicts future values based on previously observed values and detects anomalies
using the difference between predicted and measured values.

Reference [23]: This method starts from a predefined range of network hyperparameters and
data obtained from the operation of a non-attack system, and autonomously selects an appropriate
CNN architecture and threshold for online intrusion detection. The authors chose to use univariate
regression to generate separate models for each transmitted signal. In feature selection, they only used
sensor data and did not use actuator data.
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4.3 Parameter Settings
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In this article, the SWAT and WADI datasets were tested. The optimal settings for the main
parameters of the model are shown in Table 2.

Table 2: Optimal parameters for the proposed model

Parameters SWAT WADI
Number of MLP basic blocks 2 3
Number of MLP hidden layer units 128-1024 1024

L, 96 96

L, 12 12
Dropout 0.2 0.2
Mask rate 0.7 0.7
Learning rate 0.0005 0.0005
Reconstruction error type Mean square error Mean square error
Batch 256 512
Training epoch 500 500
Early stop Enabled Enabled
Activation function of MLP network RELU RELU
y 3 3
Length of data smoothing H 12 14

ksize 6 6
Optimization algorithm Adam Adam

The grouping of data is shown in Table 3.

Table 3: Overview of data grouping

Data sets  Production stages

Number of groups

Grouping situation

SWAT P1, P2, P3, P4, P5, P6

5

Group 1: (P1, P2)
Group 2: (P2, P6, P3)
Group 3: (P3, P6, P4)
Group 4: (P4, P5)
Group 5: (P5, P6)

WADI P1, P2A, P2B, P3

Group 1: (P3, P1)
Group 2: (P1, P2A)
Group 3: (P2A, P2B)
Group 4: (P2B, P3)
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4.4 Results and Discussion

In this section, we first demonstrate the effectiveness of our proposed method and analyze the
missed and false alarms. Then, we compare the detection results of our proposed method with several
other anomaly detection methods.

4.4.1 Test Results of Our Method

In Figs. 5 and 6, the green line represents the actual value, the red line represents the predicted
value, and the black curve represents the classification label curve. A value of 1 indicates the presence
of an attack, while a value of 0 indicates normal. From the normal data prediction curve shown in
Fig. 5, we can observe that when the actual value slowly changes, the predicted value basically overlaps
with the actual value; When the actual value has a large jump, the prediction effect is worse, but it can
also reflect the jump of the actual value. In Fig. 6, it can be observed that when there is an attack,
the prediction error is relatively large, as shown by the blue circle. There are also attacks outside the
blue area, but since the attacks do not target all sensors, the four randomly selected sensors in this
article are not affected by the attacks, so the data is still normal and the prediction error is small. The
anomaly detection method we proposed is based on the prediction error of the prediction model, and
experiments have shown that our method can identify attacks based on the prediction error.
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Figure 5: Results of normal data prediction in SWAT

The selection of a threshold is crucial in determining whether there are anomalies. We set a
threshold based on the maximum prediction error of the validation set. When there is an attack, the
prediction error should be much greater than the maximum value of the validation set prediction
error. Therefore, the threshold calculation formula is shown in Formula (12). We detected a total of
32 attacks out of 36, but missed out on four attacks with attack numbers 4, 13, 14, and 29. In the
following text, we refer to them as attack 4, attack 13, attack 14, and attack 29. Misreported false
alarms 5 times, with the longest false alarm consisting of 176 samples and the shortest consisting of
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13 samples. The receiver operating characteristic curve (ROC) diagram is shown in Fig. 7. The area of
the ROC curve is not large, partly due to 5 false alarms, and partly because it may take some time for
the data of physical components to recover to normal values after each attack. These patterns have
not been seen during training and learning, and the detection model will determine them as abnormal,
while the label has been set to normal values.
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(1) Misreporting analysis

From the official attack list provided by the SWAT administrator, it can be seen that attack 4
targets the actuator MV-504. It changes the MV-504 state from closed to open, while the MV-504
actuator is not present in the SWAT dataset. Its expected impact is to halt the Reverse Osmosis
(RO) system shutdown sequence and reduce the lifespan of RO, but the actual result is “unexpected
Outcome: No impact”. Attack 13 attempted to transition MV-304 from an open state to a closed state,
but due to the late closure of MV-304, the state of MV-304 remained unchanged until the end of the
attack. In the description of attack 14, it is mentioned that the attack failed because the water tank 301
was already full and the sequence did not start. The purpose of attack 29 was to cause chemical waste,
but due to mechanical interlocking, the three dosing pumps did not start because of some mechanical
interlock, resulting in the failure of the attack. This indicates that these four types of attacks did not
have an impact on physical components or had a weak impact, therefore, these four types of attacks
were not detected.

(2) False alarm analysis

False alarm 1 and false alarm 2 are triggered by LIT-301 and P-302, respectively. Attacks 10 and
11 are targeted at the fourth stage, so they have little impact on the third stage. On the other hand,
attack 8 targets DPIT-301, causing the backwash process to start over and over again, resulting in
changes in the water tank 301. Its attack on the P3 tank caused the liquid level to be too low, and the
system needed about 6 h to fill the tank. This type of attack has a strong dynamic impact on the system
and results in the system needing more time to recover to a stable state. From Fig. 8a, it can be seen
that after being attacked by attack 8, the liquid level value of LIT-301 deviated significantly from the
predicted value of the P-302 feed pump for a long period of time. We speculate that it is possible that
these sensors or actuators are still in the recovery period, which is inconsistent with the learned normal
mode, causing the anomaly detection model to classify them as abnormal. False alarm 3, false alarm
5, and false alarm 6 are also attacks against the P3 tank liquid level, and the misjudgment situations
are similar.
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Figure 8: False alarms generated in the model

False alarm 4 is triggered by LIT-101 and MV-101. From the timing sequence in the blue dashed
box of Fig. §b, it can be seen that the electric valve MV-101 that controls the water flow into the raw
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water tank is in the open state, and the pump P-101 that sends the raw water tank to the second stage is
in the closed state, indicating that the water tank only has water inlet but no water outlet, causing the
liquid level to rapidly rise. When MV-101 closes and P-101 opens, the liquid level drops rapidly again.
After both P-101 and MV-101 are closed, the value of LIT-101 should remain unchanged. However,
the prediction model mistakenly predicted the state of MV-101, prematurely assuming that it was
reopened, thus predicting that the water level of LIT-101 would rise again. This is inconsistent with
the actual situation, which causes significant prediction errors and triggers an alarm. In addition, false
alarm 5 may also be caused by LIT-101 and MV-101, in addition to being generated in the P3 stage.
At this point, the timing waveform of the system is similar to Fig. 8b.

4.4.2 Ablation Experiment

In order to understand the usefulness of distributed, sequential bilateral filters, and random
masks, we conducted three ablation experiments. Experiment 1 does not use a distributed model;
Experiment 2 uses a variant model without random masks; Experiment 3 uses a model with removed
sequential bilateral filters. The experimental results are shown in Fig. 9, Tables 4, and 5. We can
see that distributed variants have a lower missed detection rate. The false alarm rate is higher for
models without masks, indicating that models with masks can reduce redundancy to a certain extent
and reduce overfitting of linear models. In SWAT, when filtering is removed, noisy data is not
effectively removed from the data, and the noisy data is also learned as normal data, weakening the
correlation and periodicity of the original data and mistaking attacks for normal data. In a distributed
environment, the model using a sequential bilateral filter and a random mask result in the least missed
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Table 4: Comparison of ablation methods in the SWAT dataset

Methods Unrecognized attacks

Number of false alarms

Experiment 1 1,3,4,13, 14,15, 16, 17, 24, 25, 33, 34, 35 10
Experiment 2 4,13, 14, 29
Experiment 3 1,3,4,13, 14, 17, 29
Our method 4,13, 14, 29

24
9
6

Table 5: Comparison of ablation methods for the WADI dataset

Methods

Unrecognized attacks

Number of false alarms

Experiment 1
Experiment 2
Experiment 3
Our method

1,6,15
6, 15
6

6

1

1
2
1

4.4.3 Comparison Results with Other Baseline Methods

1145

In this section, we compared the proposed method with two public popular anomaly detection
methods on the types of attacks identified and detection time. To ensure the fairness of comparison, we
have specified a uniform standard when realizing the baseline methods: the total amount of data input
to the model is the same; downsampling is adopted in all methods; and when judging anomalies, only
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when the predicted label is consistent with the actual label, it is considered an abnormal signal. When
realizing Reference [23], it was found that in order to ensure that the training set and validation set
have the same data distribution, the original text was shuffled after generating ordered pairs. However
such a measure will result in the leakage of information from the training data to the validation
set. Therefore, when conducting FIR+CNN simulation experiments, we first partition the dataset,
then generate ordered pairs, and finally shuffle the ordered pairs. However, such processing cannot
guarantee the consistency of data distribution, making it difficult to meet the original model training
termination conditions in the paper. Therefore, in FIR+CNN, we set early stopping based on the loss
value of the validation set. The following data is the average of the data obtained from 5 experiments.

From the results in Table 6, it can be seen that our method performs very competitively in
identifying attack events. In terms of missed detection rate, our method outperforms other baseline
methods, as only four attacks cannot be identified on the SWAT dataset. From the analysis of false
positives, it can be seen that these four attacks have no or weak impact on physical components.
Therefore, it is difficult to detect these four attacks. On the WADI dataset, attack 6 is the malicious
activation of 2-MCV-101 and 2-MCV-201. However, in reality, these two actuators remained inactive
and did not have a substantial impact on the physical components. Therefore, our model has
successfully detected the actual executed attacks.

Table 6: Comparison of detection effects of different methods

Methods Unrecognized attacks on SWAT dataset ~ Unrecognized attacks on WADI dataset
Reference 8 3,4,13, 14,19, 24, 29 6, 15

FIR+CNN 4,13, 14,17, 24,29, 34 6, 8

Our method 4,13, 14, 29 6

Fast and accurate early warning is crucial in anomaly detection. This helps to detect attacks
on industrial control systems as early as possible, avoiding physical harm, so we calculated the first
warning time for discovering anomalies. The warning time for SWAT is shown in Table 7. As for attack
1, our method issues an initial alert 99 s after the start of the attack. For attack 2, our method issues
an initial alert 1 s before the attack. Attack 2 started at 10:51:08, causing P-102 to change from off to
on. Through analysis of the original data, it was found that the state of P-102 had changed at 10:50:47,
indicating that the actual attack had already begun from this moment. The same situation applies to
attacks 6, 10, 20, 22, and 26 in the dataset. The attacks were already implemented before the dataset
was labeled as attacks, indicating that our method is reasonable in detecting attacks in advance. The
target of attack 17 is to force MV-303 to remain closed. Due to the lack of changes in MV-303 for over
60 min prior to attack 17, it is difficult to determine the true time of the attack. Therefore, it is possible
to detect anomalies more than 6 min in advance.

We represent the minimum warning time in bold in Tables 7 and 8. In Table 7, the method
proposed in Reference [8] achieved the optimal values on 5 types of attacks, the FIR+CNN method
achieved the optimal values on 15 types of attacks, and our method achieved the optimal values on 17
types of attacks. In Table §, our method achieved optimal values on 8 types of attacks, outperforming
the other two methods. Overall, our method can detect attacks earlier.
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Table 7: Warning time (s) for the SWAT dataset

Attack Attack Reference 8 FIR4+CNN Our Attack Attack Reference 8§ FIR+CNN Our
index  point method index point method
1 MV-101 77 61 99 24 P-203, P-205 - - 21
2 P-102 0 0 -1 25 LIT-401, P-401 655 594 97
3 LIT-101 - 273 255 26 P-101, LIT-301 84 -2 -1
4 MV-504 - - - 27 P-302, LIT-401 127 10 41
6 AIT-202 70 -30 —16 28 P-302 0 87 0
7 LIT-301 9 9 0 29 P-201, P-203, P-205 — -
8 DPIT-301 71 149 38 30 LIT-101, P-101, 77 —24 6
MV-201
10 FIT-401 75 -34 —288 31 LIT-401 151 9 27
11 FIT-401 0 0 0 32 LIT-301 182 34 101
13 MV-304 - - - 33 LIT-101 685 35 79
14 MV-303 - - - 34 P-101 155 - 57
16 LIT-301 215 69 248 35 P-101; P-102 66 415 204
17 MV-303 100 - -397 36 LIT-101 183 44 79
19 AIT-504 - 260 120 37 P-501, FIT-502 135 30 45
20 AIT-504 60 0 —11 38 AIT-402, AIT-502 0 40 0
21 MV-101, 0 -8 0 39 FIT-401, AIT-502 0 20 0
LIT-101
22 uv-401, 70 —26 —11 40 FIT-401 163 1 0
AIT-502,
P-501
23 P-602, 70 117 37 41 LIT-301 1714 396 620
DIT-301,
MV-302
Note: ‘—’ indicates an undetectable attack.

Table 8: Warning time (s) for the WADI dataset

Attack Attack Reference 8 FIR+CNN Our Attack Attack Reference 8 FIR+CNN Our
index  point method index point method
1 1-MV-001 1598 1477 1460 9 1-P-006 74 2 24
2 1-FIT-001 121 96 69 10 1-MV-001 95 4 220
34 2-LT-002, 864 751 698 11 Similar to attack 8 0 19 19
1-AIT-001
5 2-MCV-101, 56 0 0 12 Similar to attack 8 75 170 0
2-MCV-201,
2-MCV-301,
2-MCV-401,
2-MCV-501,
2-MCV-601
6 2-MCV-101, - - - 13 Reducing Booster set 95 0 0
2-MCV-201 point pressure

(Continued)
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Table 8 (continued)

Attack Attack Reference 8 FIR+CNN Our Attack Attack Reference 8 FIR+CNN Our

index  point method index point method

7 1-AIT-002, 31 —64 -37 14 stop chemical dosing 0 0 0
2-MV-003 to the raw water

which is supplied to
the primary grid tank
tank
8 2-MCV-007 120 - 34 15 Stealthy attack, - 123 555
inverse of attack 3

5 Conclusions

In this article, we propose a distributed industrial control anomaly detection system based on
a linear model, which uses a bilateral filtering algorithm of time series to remove noise in the time
series. Based on different stages of the industrial control process, distributed linear deep learning
is used to establish an anomaly detection model. Experiments were conducted on public datasets.
Compared with the baseline methods, our method divides tasks based on the connectivity of industrial
control processes, which is more effective in identifying the types of attacks. When building a practical
anomaly detection system, our method obtains the threshold of each physical component through test
data, which not only effectively identifies abnormal situations, but also locates the sensors that cause
anomalies.

Although the method proposed in this article has achieved good anomaly detection results, there
are still some points that can be improved. For example, the area of the ROC curve is not large, which
may be attributed to the fact that some attacks require a certain amount of time for the system state
to recover to normal values, which can easily lead to misjudgments. In the future, the interpretability
of the internal structure of deep neural networks can be increased, further improving the performance
of the system. Besides, the lack of consideration for obscure connections between processes when
grouping data is also a problem that needs to be addressed in subsequent work.
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