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ABSTRACT

Large-scale Language Models (LLMs) have achieved significant breakthroughs in Natural Language Processing
(NLP), driven by the pre-training and fine-tuning paradigm. While this approach allows models to specialize
in specific tasks with reduced training costs, the substantial memory requirements during fine-tuning present a
barrier to broader deployment. Parameter-Efficient Fine-Tuning (PEFT) techniques, such as Low-Rank Adaptation
(LoRA), and parameter quantization methods have emerged as solutions to address these challenges by optimizing
memory usage and computational efficiency. Among these, QLoRA, which combines PEFT and quantization, has
demonstrated notable success in reducing memory footprints during fine-tuning, prompting the development of
various QLoRA variants. Despite these advancements, the quantitative impact of key variables on the fine-tuning
performance of quantized LLMs remains underexplored. This study presents a comprehensive analysis of these
key variables, focusing on their influence across different layer types and depths within LLM architectures. Our
investigation uncovers several critical findings: (1) Larger layers, such as MLP layers, can maintain performance
despite reductions in adapter rank, while smaller layers, like self-attention layers, are more sensitive to such changes;
(2) The effectiveness of balancing factors depends more on specific values rather than layer type or depth; (3) In
quantization-aware fine-tuning, larger layers can effectively utilize smaller adapters, whereas smaller layers struggle
to do so. These insights suggest that layer type is a more significant determinant of fine-tuning success than layer
depth when optimizing quantized LLMs. Moreover, for the same discount of trainable parameters, reducing the
trainable parameters in a larger layer is more effective in preserving fine-tuning accuracy than in a smaller one. This
study provides valuable guidance for more efficient fine-tuning strategies and opens avenues for further research
into optimizing LLM fine-tuning in resource-constrained environments.
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1 Introduction

In recent years, Large-scale Language Models (LLMs) have established new benchmarks in
Natural Language Processing (NLP) by delivering remarkable performance across a diverse array of
tasks [1–5]. The widely adopted pre-training-fine-tuning paradigm allows these models to first learn
general language representations during pre-training and then adapt to specific downstream tasks
through fine-tuning, thereby offering significant cost savings for end-users by minimizing the need for
extensive retraining [6–8]. Despite these advancements, fine-tuning LLMs remains a memory-intensive
endeavor due to their massive parameter sizes, presenting a substantial barrier to their broader
deployment, especially in resource-constrained environments. To address these challenges, Parameter-
Efficient Fine-Tuning (PEFT) techniques [9,10] and parameter quantization strategies [11–14] have
been developed. PEFT methods, such as Low-Rank Adaptation (LoRA) [15–17], focus on reducing
memory overhead by updating only a small subset of parameters using low-rank matrices, while
quantization compresses models by converting high-precision weights into lower-precision formats,
thereby drastically cutting down memory requirements and accelerating inference speeds.

One of the most notable advancements in this area has been the development of QLoRA [18],
which integrates PEFT with quantization, combining the strengths of both approaches. Specifically,
QLoRA first compresses pre-trained models into low-bitwidth formats via quantization and then
applies LoRA for efficient fine-tuning. This dual approach effectively reduces the memory footprint
during fine-tuning, making it more feasible for practical applications. Building on this foundation,
several QLoRA variants, including Q-BaRA and QA-HiRA [19], IR-QLoRA [20], and QA-LoRA
[21], have been introduced to further optimize model performance and enhance fine-tuning efficiency
through different innovative methodologies. However, despite the growing popularity and practical
success of these methods, key variables that critically influence adapter fine-tuning have not been
adequately explored, especially in terms of their quantitative impact on fine-tuning outcomes and
overall model accuracy.

In well-established research fields, the influence of key variables on model performance has been
thoroughly investigated. Examples include sparsity rates in pruning [22], bit width in mixed-precision
training [23], the number of experts in each layer of Mixture of Experts (MoE) models [24–26], and
scaling laws in LLM inference [27–29]. Yet, the combination of quantization and PEFT-a hybrid
approach that holds immense potential-has not been thoroughly investigated within this context.
Moreover, the diversity of key variables involved in this hybrid method, ranging from rank and
balancing factors to input-output configurations, introduces a level of complexity that goes beyond the
scope of single-variable studies conducted in prior research. Given the direct impact of these variables
on the number of trainable parameters and the broader implications for fine-tuning efficiency, a
comprehensive examination is warranted.

This paper takes a pioneering step by offering an in-depth analysis of the key variables affecting
fine-tuning in quantized LLMs. Building upon existing research, we categorize LLM layers by type and
depth, systematically examining how different settings of key variables influence fine-tuning accuracy.
Our investigation reveals several critical trends: (1) The rank of the adapter significantly impacts fine-
tuning accuracy, especially for larger layers (e.g., MLP layers), which can tolerate reductions in rank
with minimal performance loss. In contrast, smaller layers (e.g., self-attention layers) are more sensitive
to rank reductions. Layer depth shows minimal influence in this context. (2) The choice of balancing
factors is primarily dependent on their specific values, with certain settings consistently performing
better across layers, rather than varying based on layer type or depth. (3) Quantization-aware fine-
tuning allows larger layers to use smaller adapters effectively, while smaller layers face challenges in
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maintaining performance with reduced adapter size. Additionally, adapter size is more strongly linked
to layer type than to layer depth. Overall, our findings highlight that layer type plays a more significant
role than layer depth in optimizing fine-tuning for quantized LLMs. By tailoring configurations
based on these insights, it is possible to achieve similar fine-tuning results with significantly fewer
trainable parameters, offering a more resource-efficient approach. Future work will delve further into
understanding these relationships to refine fine-tuning strategies for quantized LLMs.

2 Related Work
2.1 Optimize the Efficiency of LLM

Quantization Quantization is a model compression technique that reduces the numerical precision
of model weights and activation functions, converting floating-point numbers to lower-precision
representations such as 8-bit or lower integer formats [30–32]. This approach significantly reduces
the storage size of the model, accelerates model loading and inference processes, while maintaining
model performance within acceptable bounds. In LLMs, Post-Training Quantization (PTQ) is a
common method applied after model pre-training to optimize deployment efficiency [12–14,33,34].
PTQ quantizes the model weights, thereby reducing memory footprint and enabling the use of more
efficient computational hardware such as specialized quantization accelerators or FPGAs [27,35].

Parameter-Efficient Fine-Tuning Parameter-Efficient Fine-Tuning (PEFT) techniques are designed
to address resource constraints encountered when fine-tuning large pre-trained models [9,10]. By
introducing a small number of trainable parameters, these techniques avoid updating the entire
parameter set of the model, thus reducing computational and memory requirements during the fine-
tuning process. A key advantage of PEFT is that it allows the model to quickly adapt to new tasks
while retaining pre-trained knowledge. LoRA (Low-Rank Adaptation), a PEFT method, introduces
low-rank matrices in critical layers of the model to adjust weights [15–17]. This method has proven
effective across various tasks, significantly reducing the number of parameters needed for fine-tuning.

2.2 Combination of PEFT and Quantification

A well-known recent work QLoRA combines quantization and LoRA methodologies [18]. It first
quantizes the pre-trained model’s weights using a 4-bit NormalFloat format, followed by fine-tuning
using LoRA. This approach not only reduces memory usage but also maintains the efficiency of the
fine-tuning process. Additionally, QLoRA can be integrated with Quantization-Aware Training (QAT)
[19,21], where the adapter components are compressed to align with the low-precision representations
of the pre-trained model. QAT allows the model to account for the effects of quantization during
training, resulting in a more accurate low-precision inference model post fine-tuning. Recent work
has focused on enhancing the accuracy of QLoRA by optimizing the fine-tuning of adapters [19] and
preserving more information [20], thereby improving the overall accuracy.

2.3 Exploring the Optimization of Key Variables

Previous works have extensively investigated the underlying principles of traditional Deep Neural
Network (DNN) model compression, such as the setting of different sparsity levels across layers
[22,36,37] and the selection of bit-widths [23,38–40]. In recent years, with the rise of LLMs, researchers
have shifted their focus towards understanding LLMs as well as fine-tuning [41]. For instance, in the
case of MOE models, it has been observed that different MOE layers learn different representations,
leading to varying optimal numbers of experts across layers [26]. And for the computer vision model,
the layer close to the input learns the basic representation, so we can choose to freeze during fine-tuning



310 CMC, 2025, vol.82, no.1

[24,25]. Some studies have focused on exploring trade-offs in LLM through the lens of scaling laws,
aiming to uncover the potential relationships between key variables and training outcomes [27–29].
For instance, research has examined how to balance bit width and the number of parameters under
the same memory constraints, analyzed the impact of different data types on final performance, and
evaluated the effects of network width and depth across various datasets. However, the scaling laws for
LLMs primarily analyze inference, leaving a gap in the research on fine-tuning. Additionally, recent
studies combining quantization with PEFT have introduced a variety of key variables that warrant
further investigation.

3 Methodology
3.1 Preliminaries

In this section, we briefly introduce the principles of the methods involved in this paper to facilitate
the explanation of the key variables.

Quantization. To save memory usage during model loading, the pre-trained model is first quan-
tized into a low-precision representation before fine-tuning the LLM [33,35]. The quantization con-
verts high-precision floating-point w into low-precision representations ŵ = ⌈

w−β

α

⌋
. The parameters

α and β serve as the quantization factors within the quantization block, respectively achieving the
scaling and shifting of values. �� is the rounding function, and ŵ is the low-precision representation.
During fine-tuning, the low-precision representation needs to be dequantized back to a high-precision
data format for computation:

w̃ = α · ŵ + β = α ·
⌈

w − β

α

⌋
+ β (1)

LoRA introduces two low-rank matrices A and B as fine-tuning modifications for linear layer [15].
The dimension of A is (Dinput, Drank), and B is (Drank, Doutput), where Drank << min(Dinput, Doutput). Thus, AB
forms a matrix with the same dimensions as the original, but the actual count of trainable parameters is
significantly lower than that of the base layer, specifically Dinput×Drank+Drank×Doutput << Dinput×Doutput.
The methods presented below are all based on a similar low-rank adaptation fine-tuning approach,
while the number of trainable parameters can be adjusted by modifying the rank of adapter. The fine-
tuning computation can be expressed as:

y = W�x + s · (AB)�x (2)

where x and y are the input and output for adapter, respectively. s is the scaling factor.

QLoRA combines quantization and LoRA, first quantizing the LLM parameters and then fine-
tuning using LoRA [18]. The fine-tuning computation can be represented as:

y = W̃
�
x + s · (AB)�x (3)

where replace the pre-trained W with W̃.

IR-QLoRA uses the effective Information Elastic Connection (IEC) structure in the adapter part
to enrich the adapter’s information without changing the structure of adapters [20]. The fine-tuning
process can be expressed as:

y = W̃
�
ICQx + s · [B�

(A�x + avg(x)) + concat(A�x + avg(x))] (4)
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where W̃ICQ is the weight of Information Calibration Quantization (ICQ), and avg(), concat() are the
are non-parameter operators, which perform averaging and splicing operations respectively (defined
in [20]).

Q-BaRA introduces a balancing factor λ in the QLoRA computation and simplifies the adapter
input and output by compressing them by a factor of λ, while expanding the rank by λ (thus the number
of trainable parameters remains unchanged) [19]. The fine-tuning computation can be represented as:

y = W̃
�
x + s · repeat(B’)�(A’)�avg(x)) (5)

where avg() and repeat() are implemented through AvgPool(λ) and repeat_interleave(λ), respectively.
Both AvgPool() and repeat_interleave() are the function defined in PyTorch, see the official PyTorch
documentation1 for a detailed explanation.

QA-HiRA uses a single matrix B as the fine-tuning adapter, with the dimensions
(

Dinput

λ1
, Doutput

λ2

)
[19]. λ1 · λ2 equals the block_size of the pre-trained model quantization. The fine-tuning computation
can be expressed as:

y = W̃
�
x + s · repeat((C’)�avg(x)) (6)

where avg() and repeat() are also implemented through AvgPool(λ1) and repeat_interleave(λ2) in
PyTorch, respectively. Since the multiplication of two matrices is no longer used, the number of
parameters of QA-HiRA no longer involves the rank of the adapter, but can be calculated as
Dinput

λ1

× Doutput

λ2

QA-LoRA compresses the adapter input to align with the group-wise quantization of the pre-
trained model for QAT fine-tuning [21]. The compression factor is group size. The fine-tuning
computation can be represented as:

y = W̃
�
x + s · (AB)�avg(x) (7)

where avg() is implemented through AvgPool(group_size).

A comparison of these methods is shown in Fig. 1.

Figure 1: Comparison of QLoRA, IR-QLoRA, QA-LoRA, Q-BaRA, QA-HiRA

1https://pytorch.org/docs/stable/index.html (accessed on 07 October 2024).

https://pytorch.org/docs/stable/index.html
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3.2 Key Variable

In the methods that fine-tune quantized LLMs using LoRA, three categories of key variables
directly influence the adapter’s fine-tuning process. The first category pertains to the rank of LoRA,
which controls the intrinsic rank of the low-rank adapter. The second category includes factors that
balance the adapter’s capability with the difficulty of fine-tuning, such as the λ proposed in Q-BaRA.
The third category comprises functional variables aimed at aligning the quantization of the pre-trained
model to achieve QAT-based fine-tuning, such as λ1 and λ2 proposed in QA-HiRA, and the group size
proposed in QA-LoRA. The detailed explanations of these key variables are as follows:

• rank of adapter: This variable is the intrinsic dimension of the low-rank adapter fine-tuning,
determining the complexity of the parameter space that the product matrix can represent, which
is Drank of matrices A and B introduced in Section 3.1. Consequently, varying ranks correspond
to different dimensions of the adapter. If the rank is too low, it may fail to capture sufficient
task-specific information; if it is too high, it approaches full-parameter fine-tuning, losing the
advantage of parameter efficiency. The methods involved include QLoRA, IR-QLoRA, QA-
LoRA, and Q-BaRA.

• Balancing factor λ (in Q-BaRA): This factor simplifies the adapter’s input and output,
compressing the dimensions to 1/λ of the original while expanding the rank by λ times.
In the corresponding methods, λ is utilized within the PyTorch functions AvgPool(λ) and
repeat_interleave(λ) to adjust the adapter’s dimensions. The number of trainable parameters
remains unchanged.

• Compression factor λ1, λ2 (in QA-HiRA): These factors simplify the adapter’s input and
output, compressing the input dimensions to 1/λ1 and the output dimensions to 1/λ2. In
the corresponding methods, λ1, λ2 are also utilized within the PyTorch functions AvgPool(λ)
and repeat_interleave(λ) to adjust the adapter’s dimensions. The adapter forms a matrix with

dimensions
(

Dinput

λ1
, Doutput

λ2

)
.

• group_size in QA-LoRA: This variable performs pooling operations on the adapter input,
downpooling group size values with their average. It also reduces the number of parameters
in matrix A. group_size is utilized within the PyTorch functions AvgPool(group_size). In the
QA-LoRA method, it jointly affects fine-tuning along with rank.

• A graphical explanation of these key variables can be found in Fig. 1.

3.3 Experimental Settings

Experimental design. In the aforementioned methods, researchers have already conducted analyses
on the key variables within their approaches; however, two critical factors remain unexplored:

1) Layer-specific analysis: Considering the differences between various layers in LLMs, particu-
larly between attention layers and MLP (Multi-Layer Perceptron) layers, we have conducted a more
granular analysis of the key variables specific to each layer.

2) Integrated analysis for key variables: With the introduction of various methods, a diverse set
of key variables has been identified, each serving different functions. In some approaches, multiple
key variables simultaneously influence the fine-tuning of LLMs. Therefore, we have integrated these
factors into our experiments to conduct a comprehensive analysis, providing deeper insights into the
fine-tuning process.

Foundation models and datasets. We use LLaMA [4] and LLaMA2 [42] (ranging from 7B to 13B) as
the foundation models for our experiments. Alpaca [43] is selected as the fine-tuning dataset for our
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study. Alpaca was created using only 52 K data with minimal training cost, achieving performance
approximately equivalent to GPT-3.5.

Measurement metrics. We assess the performance of the LLMs in few-shot settings using the
Massively Multitask Language Understanding (MMLU) benchmark [44], which is a comprehensive
assessment tool designed to evaluate the capabilities of LLMs across a wide array of NLP tasks.
It serves as a platform for measuring the generalization and transfer learning abilities of LLMs by
challenging them with diverse datasets spanning multiple domains. MMLU encompasses a broad
spectrum of subjects, including 57 tasks across various domains such as humanities, STEM, and
social sciences. The benchmark is constructed with the intent to simulate real-world scenarios where
language models must exhibit proficiency in understanding and generating human-like responses to
various tasks. We evaluate the average score across all tasks. The official MMLU evaluation script and
prompts are utilized for this purpose.

Additionally, we evaluate the zero-shot common sense reasoning capabilities of the models on
tasks from HellaSwag [45], PIQA [46], WinoGrande [47], ARC [48], BoolQ [49], and OpenBookQA
[50], with results generated using the OpenCompass Large Model Evaluation System 2.

Quantization. We rigorously follow the quantization methods specified for each approach to
compress the pre-trained models. Specifically, QLoRA [18], IR-QLoRA [20], Q-BaRA, and QA-
HiRA [19] employ NF4 combined with double quantization [35], while QA-LoRA uses GPTQ [33]
for quantization.

Training details. During the fine-tuning phase, we set the constant LoRA α to 16 and apply no
dropout. The optimization process utilizes a paged AdamW optimizer, with a maximum gradient norm
of 0.3. We employ a batch size of 4 and accumulate gradients over 4 steps. A constant learning rate
schedule is applied, with the rate set at 2 × 10−5 for the 7B and 13B models, and 1 × 10−5 for the 33B
and 65B models. Fine-tuning involves 10 K steps for Alpaca.

Model details. We utilize the standard LLaMA [4] and LLaMA2 [42] models, which share a highly
similar architecture consisting of multiple DecoderLayers, with each DecoderLayer comprising an
Attention module and an MLP. Following the typical setup for LoRA fine-tuning of quantized LLM
models, we incorporate LoRA into both the Attention and MLP components for fine-tuning. The
specific layers involved and their respective dimensions are detailed in the accompanying Table 1.

Table 1: Structure of LLaMA-7B

LlamaModel Size LoRA
embed_tokens (32001, 4096) ×
LlamaDecoderLayer (×32) self_attn q_proj (4096, 4096) �

k_proj (4096, 4096) �
v_proj (4096, 4096) �
o_proj (4096, 4096) �
rotary_emb – –

mlp gate_proj (4096, 11008) �
up_proj (4096, 11008) �
act_fn – –

(Continued)

2https://opencompass.org.cn/home, (accessed on 07 October 2024)

https://opencompass.org.cn/home
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Table 1 (continued)

LlamaModel Size LoRA
embed_tokens (32001, 4096) ×

input_layernorm – –
post_attention_layernorm – –

norm – –
lm_head (4096, 32001) ×

4 Experimental Results

In this section, we report the impact of various key variables on different evaluation metrics under
multiple experimental configurations. We summarize the underlying patterns observed across these
different conditions. The results presented are the averages from 3 independent experiments.

In order to conveniently display the experimental results, we list the experimental list in Table 2.

Table 2: Checklist of experiments

Description Observation Result in

1 Various ranks across different
types of layers

Larger size (MLP) layers are more
tolerant of rank reduction than smaller
size (self-attention) layers

Figs. 2, A1, Table 3

2 Various ranks across different
depths of layers

No significant correlation Fig. 3, Table 3

3 Various values of λ across
different layer types and depths

No significant correlation. High
accurracy obtained only with all λ = 2

Figs. 4, A2

4 Various combinations of λ1 and
λ2 across different types of layers

Larger size (MLP) layers are more
tolerant of adapter size reduction than
smaller size (self-attention) layers

Fig. 5, Table 4

5 Various combinations of λ1 and
λ2 across different depths of layers

No significant correlation Fig. 5, Table 4

4.1 Results of Experiments on LoRA Rank

We first present the impact of rank on the performance of different layers. The layers of the model
are categorized based on their type (self-attention or MLP) and depth (the first half closer to the
input or the second half closer to the output). We then examine the relationship between fine-tuning
performance and rank.

Various ranks across different types of layers. In LLMs, the computational processes across layers
differ significantly, as do the number of trainable parameters involved in each layer. To account for
these variations, we assigned different ranks to distinct layer types during fine-tuning and evaluated
their impact on MMLU test accuracy. As illustrated in Fig. 2, a clear trend can be observed: compared
to self-attention layers (including q_proj, k_proj, v_proj, and o_proj) and MLP layers (including
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gate_proj, up_proj, and down_proj), the self-attention layers are more sensitive to rank reduction,
whereas MLP layers exhibit greater robustness to such reductions (regardless of whether the rank is
decreased by 2-fold or 4-fold, the height of the red bars in the histogram is generally higher than that of
the yellow bars). When the rank of MLP layers is lowered, the impact on overall accuracy is noticeably
smaller. Furthermore, when the rank is extremely low, fine-tuning performance degrades accordingly,
with a sharper decline in accuracy as the rank is reduced further. However, when the initial rank is
relatively high, a moderate reduction, particularly in MLP layers, does not significantly compromise
accuracy. The decrease in rank corresponds to a decrease in the number of trainable parameters. It is
noteworthy that halving or quartering the trainable parameters of larger multilayer perceptron (MLP)
layers does not affect the final fine-tuning accuracy. Specifically, for the LLaMA-7B model, this results
in a reduction of approximately 33.42% and 50.13% in overall trainable parameters, respectively, while
for the LLaMA-13B model, the reduction is about 33.47% and 50.20%. These findings hold true for a
rank of 64, which is commonly used in practice, as well as when considering the average across various
ranks. This pattern is consistently observed across both LLaMA and LLaMA2 models, as well as in the
IR-QLoRA, QA-LoRA and Q-BaRA setting (shown in Fig. A1), suggesting the broad applicability
and robustness of this finding.

Figure 2: (Continued)
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Figure 2: The 5-shot MMLU accuracy (%) of various ranks on different types of layers

We also fine-tuned the models using these configurations and observed their performance on
the 0-shot commonsenseQA, as depicted in Table 3. The same pattern emerged across various tasks:
appropriately reducing the rank of MLP layers has a negligible impact on the final performance.

Table 3: Accuracy (%) comparison on the 0-shot commonsense QA

Method HellaSwag ARC-e ARC-c PIQA WinoGrande BoolQ OBQA Avg.

QLoRA (LLaMA-7B) 61.8 75.8 43.6 78.1 68.4 73.7 32.8 62.0
rank_att reduced to half 60.4 74.8 43.3 77.3 67.4 73.2 32.4 61.2
rank_mlp reduced to half 61.4 75.5 43.8 78.4 68.3 72.8 32.7 61.8
rank_1 reduced to half 60.5 75.0 43.0 77.1 67.7 72.9 31.8 61.1
rank_2 reduced to half 60.8 74.8 43.5 76.7 68.0 72.7 32.1 61.2
QLoRA (LLaMA2-7B) 75.6 68.9 45.7 77.8 68.6 77.2 72.2 69.4

rank_att reduced to half 75.1 68.3 45.1 77.2 68.5 76.6 71.9 69.0
rank_mlp reduced to half 75.8 68.5 45.9 77.8 68.7 77.3 72.5 69.5
rank_1 reduced to half 74.8 68.5 45.1 77.0 68.7 76.3 72.0 68.9
rank_2 reduced to half 75.3 68.3 45.4 77.4 67.8 76.3 71.7 68.9

Various ranks on different depths of layers. Layers at different depths learn distinct representations,
and many key variables are directly correlated with layer depth. However, when fine-tuning quantized
LLMs, as illustrated in Fig. 3, we did not observe a significant correlation between accuracy and layer
depth when varying the rank across different depths (rank_1 represents the rank of the first half of
the model, close to the input, and rank_2 represents the rank of the second half of the model, close to
the output). This lack of correlation may be attributed to the fact that quantizing a pre-trained LLM
causes a loss of information due to low-precision representations. Consequently, during fine-tuning,
the quantized LLM must not only learn new knowledge from the target dataset but also compensate
for the information lost during quantization. Therefore, reducing the rank in either the earlier or later
layers adversely impacts the final accuracy.
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Figure 3: The 5-shot MMLU accuracy (%) of various ranks on different depths of layers

4.2 Results of Experiments on Balancing Factor

The balancing factor λ proposed in Q-BaRA [19] can be considered another key variable. Built
upon the QLoRA framework, it balances the complexity between the adapter’s input and output and
the rank size. Additionally, both λ and rank jointly influence the adapter’s fine-tuning performance.
Therefore, we conducted comprehensive experiments by analyzing these factors in combination.

Various λ values on different layer types and depths. We evaluated the fine-tuning performance
across different layer types and depths using various λ values under different rank settings. The
configuration from Q-BaRA, where a uniform λ = 2 is applied across all adapters, is used as the
baseline for comparison. The experimental results, shown in Fig. 4, indicate no significant correlation
between the choice of λ and the type or depth of the layers. Instead, the ultimate accuracy is related
to the value of λ itself: setting λ = 1 for some adapters outperforms setting λ = 4 (The yellow and
red bars with no patterns are taller than the yellow and red bars with spaced patterns), suggesting that
excessive simplification of the adapter’s input and output is detrimental to fine-tuning. Additionally,
deviating from the λ = 2 setting (whether lowering to 1 or increasing to 4) leads to a decrease in
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accuracy, confirming that λ = 2 serves as the optimal balance point for fine-tuning. Additional results
regarding the selection of λ value can be found in Fig. A2.

Figure 4: The 5-shot MMLU accuracy (%) of various λ on different layers
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4.3 Results of Experiments on Quantization-Aware Fine-Tuning

In some studies, a quantization-aware fine-tuning strategy is employed to ensure that the fine-
tuned model can be directly represented in low bit-width formats. This is typically achieved by
compressing the inputs and outputs of adapters to align with the quantization approach used in
the pre-trained model. We conducted experiments to analyze the impact of varying compression
factors on fine-tuning performance. For QA-LoRA [21], which similarly uses two low-rank matrices
as adapters, the relationship between fine-tuning performance and rank has already been discussed in
Section 4.1. However, since the group size in QA-LoRA must strictly match the GPTQ compression
in the pre-trained model, it cannot be freely adjusted layer by layer. Therefore, our primary focus is
on experiments involving QA-HiRA [19].

Various combinations of λ1 and λ2 across different layers. In QA-HiRA, the quantized blocks in
the pre-trained model typically use sizes of 32 or 64, and it has been suggested in the study that the
combination of (λ1, λ2) can take values from (4, 8) or (8, 8). As analyzed in Section 3.1, larger λ1 × λ2

represents a larger compression factor and uses a smaller size adapter. We conduct experiments by
categorizing layers based on type and depth, and test different combinations of (λ1, λ2) to observe
their impact on fine-tuning performance. We use the default setting (λ1, λ2) = (4, 8) for the whole
model as the baseline, and change the setting of some adapters to (λ1, λ2) = (8, 8) according to
the types or depths of layers, respectively. As shown in Fig. 5, although larger block sizes increase
quantization error, the results indicate that setting (λ1, λ2) = (8, 8) for MLP layers does not degrade
fine-tuning performance, suggesting that MLP layers can accommodate higher block sizes and thus
reduce the number of trainable parameters. Additionally, no clear correlation was found between the
optimal (λ1, λ2) configuration and layer depth. The same conclusion is also reflected in the 0-shot
CommonsenseQA task, as shown in the Table 4.

Figure 5: (Continued)
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Figure 5: The 5-shot MMLU accuracy (%) of various λ1 and λ2 on different layers

Table 4: Accuracy (%) comparison on the 0-shot commonsense QA based on QA-HiRA

Method HellaSwag ARC-e ARC-c PIQA WinoGrande BoolQ OBQA Avg.

(λ1, λ2) = (4, 8) LLaMA-7B 76.3 56.6 43.4 79.2 70.2 77.9 58.2 66.0
(λ1, λ2)_att = (8, 8) 76.4 55.4 43.1 78.2 69.8 77.2 57.9 65.4
(λ1, λ2)_mlp = (8, 8) 76.4 56.7 43.2 78.7 70.5 77.5 58.0 65.9
(λ1, λ2)_1 = (8, 8) 75.8 56.4 43.0 78.1 69.6 77.0 58.5 65.5
(λ1, λ2)_2 = (8, 8) 75.6 56.6 43.3 78.4 69.5 76.5 58.3 65.5

(λ1, λ2) = (4, 8) LLaMA2-7B 75.1 66.2 44.5 76.2 67.1 73.5 69.4 67.4
(λ1, λ2)_att = (8, 8) 75.1 65.8 44.3 76.0 66.7 73.6 69.0 67.2
(λ1, λ2)_mlp = (8, 8) 75.4 66.1 44.5 76.2 67.0 73.6 69.2 67.4
(λ1, λ2)_1 = (8, 8) 74.8 65.8 44.3 75.8 66.8 73.1 69.3 67.1
(λ1, λ2)_2 = (8, 8) 74.8 65.6 44.2 75.9 66.9 73.0 69.0 67.0

5 Conclusion

In this work, we systematically analyzed fine-tuning strategies that combine PEFT with parameter
quantization. Focusing on recent methodologies, we examined the influence of key variables within
these approaches on the final fine-tuning performance. Based on extensive experiments, we reached
the following conclusions:

• The rank of the adapter significantly impacts fine-tuning accuracy, especially when the rank is
set extremely low. Furthermore, the effect of reducing the rank varies across different types of
layers: larger layers (e.g., MLP layers) can maintain similar accuracy even with reduced rank,
while smaller layers (e.g., self-attention layers) cannot. However, layer depth shows no clear
correlation with rank reduction effectiveness.

• Adjusting balancing factors according to layer type or depth does not yield a consistent
correlation with fine-tuning accuracy. Instead, performance is more closely linked to the specific
value of the balancing factor itself: a value of 2 generally performs best, followed by 1, while
further increasing the factor tends to degrade fine-tuning results.
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• In quantization-aware fine-tuning methods that compress the input and output of adapters,
larger layers (e.g., MLP layers) can effectively utilize smaller adapters (with fewer trainable
parameters), whereas smaller layers (e.g., self-attention layers) struggle to maintain perfor-
mance with similarly reduced adapters. Additionally, there is no significant correlation between
adapter size and layer depth.

These findings provide insights into the intrinsic patterns governing fine-tuning in quantized
LLMs, enabling more targeted configurations based on specific needs. Notably, when it is necessary to
reduce the number of trainable parameters during fine-tuning, prioritizing the reduction of trainable
parameters in larger layers is more conducive to maintaining the original fine-tuning accuracy. This
suggests that layer type has a more substantial impact on fine-tuning outcomes compared to layer
depth. The likely reason for this is that fine-tuning not only involves learning new knowledge for
specific tasks but also compensates for the performance loss introduced by model quantization.
Further exploration and analysis of these aspects are left for future work.
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Appendix A. More Experimental Results

From Fig. A1, it is observable that across all variant methods, a consistent pattern emerges: layers
with larger sizes (MLP layers), exhibit a greater capacity to withstand reductions in rank.

Fig. A2 reveals that, with the exception of scenarios where the rank is extremely low, a setting of
λ = 2 consistently yields optimal results. Utilizing higher values of λ (i.e., λ = 4 or λ = 8) does not
surpass the performance achieved with the λ = 1 configuration.
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Figure A1: The 5-shot MMLU accuracy (%) of various λ on different layers
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Figure A2: The 5-shot MMLU accuracy (%) of various values of λ
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