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ABSTRACT

Mobile networks possess significant information and thus are considered a gold mine for the researcher’s commu-
nity. The call detail records (CDR) of a mobile network are used to identify the network’s efficacy and the mobile
user’s behavior. It is evident from the recent literature that cyber-physical systems (CPS) were used in the analytics
and modeling of telecom data. In addition, CPS is used to provide valuable services in smart cities. In general, a
typical telecom company has millions of subscribers and thus generates massive amounts of data. From this aspect,
data storage, analysis, and processing are the key concerns. To solve these issues, herein we propose a multilevel
cyber-physical social system (CPSS) for the analysis and modeling of large internet data. Our proposed multilevel
system has three levels and each level has a specific functionality. Initially, raw Call Detail Data (CDR) was collected
at the first level. Herein, the data preprocessing, cleaning, and error removal operations were performed. In the
second level, data processing, cleaning, reduction, integration, processing, and storage were performed. Herein,
suggested internet activity record measures were applied. Our proposed system initially constructs a graph and
then performs network analysis. Thus proposed CPSS system accurately identifies different areas of internet peak
usage in a city (Milan city). Our research is helpful for the network operators to plan effective network configuration,
management, and optimization of resources.
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1 Introduction

The smart city is a recent concept that has gained popularity [1,2]. A lot of researchers are
working on the development of smart cities because they offer various valuable services such as
smart traffic, smart parking, smart telecom, etc. However, privacy, the intelligent use of large-scale big
data, connectivity, efficiency, and infrastructure remain concerns in this area. To address these issues,
emerging technologies and cyber-physical systems are employed. The cyber-physical systems (CPS)
are a recent research area [3—5]. The CPS is an intelligent system and consists of sensors, controllers,
and actuators. These smart devices work together and provide a connection between the cyber and
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physical world [6]. CPS integrates physical and computational components to monitor and control
the physical processes seamlessly.

Fig. 1 shows the hierarchical example of CPS. In this figure, it is evident that cyberspace consists
of clouds. Here, the cloud connects to network and storage servers. The servers are used for the
computation and data storage. The physical sensing layer includes autonomous vehicles, power
systems, public health, buildings, etc. These devices are connected to the cyberspace (data storage and
computation services) [7]. The key objective of a smart city is to provide valuable services using cyber-
physical space [¢]. Recently, the global landscape has evolved into a hybrid environment. Thus the
integration of cyber, physical, and social aspects is gaining popularity [9]. This phenomenon is known
as Cyber-Physical-Social Systems (CPSS) [10,11]. The unique and most important aspect of CPSS
from CPS is the existence of social domain. The purpose of a CPSS is to provide efficient, convenient,
and personalized services topeople in smart cities [12,13].

Cyber Space

Actual

Physical
Information

Sensing

Real Space ‘)_JP e

Figure 1: Example of cyber-physical system

Fig. 2 presents the basic structure and the key elements of a CPSS [14]. In this figure, a reader can
see that cyber, physical, and social spaces are connected. The component of a social system is people.
These people have relations with others and the relations are formed based on interaction, personal
experiences, and observations. The second component is the ‘physical system’. This component
comprised of sensors and actuators. Herein, the sensing devices are comprised of sensors actuators,
etc. These devices are known as smart objects and are connected using communication technologies.
The communication component is comprised of wireless and wired technologies. These are used to
process data into the system and are shown in virtual space. The promising feature of a CPSS is that
it provides an interface between different objects so that they can send and receive the data and as
well carry out necessary actions. In general, most telecom companies record their user activity data
including, SMS, calls, and internet for the monitoring purpose. This is commonly called Call Detail
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Record Data (CDR). Apart from calls, it contains various types of data; for instance; text messages
and internet usage, etc.
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Figure 2: The basic structure and the elements of CPSS
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The CDR is considered a gold mine for data scientists due to its usage and high potential [15].
When a person calls another using a mobile phone. In response, a CDR event was generated. In
many cases, telecom operators store the data in the system’s database [15]. Due to the importance
of CDR in customer analytics, there is a need to investigate this important aspect during planning in a
smart city [16,17]. Since a typical telecom company has millions of subscribers and thus it generates a
massive data [18,19]. Hence, how to handle the massive telecom data, storage, analysis, and processing
remains a key concern. In addition to this, the telecom data should be clean, free from errors, with
no duplication, and also fewer missing values [19]. Therefore, to address these issues, we propose
a social cyber-physical system (CPSS) for analyzing and modeling large internet usage data. Our
proposed system extracts useful information using CDR data and identifies healthy predictability
of spatiotemporal patterns within the network traffic. Initially, our proposed model extracts useful
information from raw CDR data and then identifies a healthy predictability of spatiotemporal patterns
[20] within the network traffic. Briefly, our proposed model is comprised of three levels and each level
has different functionality. Initially, the raw Call Detail Data (CDR) data is collected using a data
collection layer. Here, preprocessing and error removal processes are performed. Then our proposed
system passed it to the next level. In Data processing, CPSS performs pre-processing and data storage
functions. Here, our proposed system constructs a graph and performs analysis on it. Briefly, the
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modeling processis performed, followed by the analysis, and thus the spatiotemporal analysis is
conducted. Finally, our proposed CPSS system accurately identifies different areas of internet peak
usage in the different regions of a smart city (we consider Milan).

1.1 Problem Statement and the Motivation of Our Research

A typical telecom company has millions of users and thus generates a massive data. Therefore, how
to handle large-scale data, storage, analysis, and processing are the key concerns for telecom companies
and operators. Telecom companies always care about these concerns to improve the quality of service.
Thus, the primary motivation of our research is to propose a novel method that can efficiently process
large-scale telecom big data and perform data analyses. Our proposed CPSS system acts as a solution
to all challenges associated with large-scale data.

1.2 Research Benefits

Our research helps telecom network operators to plan efficient network management and the
optimization of network resources while planning a smart city.

1.3 Key Contributions

e In this research, we propose an interactive cyber-physical social system (CPSS) for the analysis
and modeling of large-scale mobile phone data. The proposed CPSS model performs spa-
tiotemporal analysis and also explores various features of network traffic in a smart city. This
enables the network operators to plan effective network configuration, management, and also
optimization of resources.

e Herein, we carefully investigated the correlation between spatial and temporal features to
understand the dynamics of network traffic in a smart city.

e Inecarlier research, a generic model and the framework were proposed and traditional centrality
methods were used for the data analysis. In contrast, our proposed model is unique in all aspects
because, Herein we have suggested advanced internet activity Record measures named Pearson
and Autocorrelation. These suggestions make our proposed model more efficient and thus our
proposed model accurately identifies peak usage of internet areas in a smart city.

e The proposed system is technically evaluated using the original real data set and confirms the
accuracy using the autocorrelation function. The achieved experimental results prove that our
proposed model is helpful in modeling and also in the partitioning of network traffic patterns.

1.4 Our Objectives

Herein, we propose a CPS system for the analysis and modeling of large internet data. From the
current literature, we found that this research is new and also ongoing. However, telecom big data
storage, analysis, and data processing are the key concerns. To tackle these issues our proposed system
contributes and proposes a novel solution.

1.5 Paper Organization

State of the art is presented in Section 2. Section 3 proposes a multilevel system. Section 4 explains
the achieved results. Section 5 concludes the conclusion of our research.
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2 Literature Review

In this section, we present a review of the most recent literature in this area. Sobb et al. [21]
presented a review study. They first highlighted the growing and evolving state of CPSS. Then, reviewed
CPSS especially the integration of emerging technologies named the Internet of Things (IoT), big data,
machine learning, etc. The research gaps and the challenges were discussed in detail. Similar work has
been carried out by Yin et al. [22]. In this study, they presented seven layered frameworks (7C), named
D-CPSS using data-driven scenarios. Herein, the authors discussed the most recent development of
IoT and the integration of social and large-scale networks.

Amin et al. [23] proposed CPSS for the analysis of hotspots using a smart city scenario. The
proposed system uses graph-based metrics for the identification of hotspots in a city. However, the
accuracy and the robustness were not measured. Brdar et al. [24] presented a knowledge retrieval model
using telecom data [24]. Herein, They suggested traditional centrality measures named closeness and
degree centrality [25]. Seufert et al. [26] proposed a Wi-Fi-based hotspot model for smart cities [26].
Herein, the Top-ten Wi-Fi hotspots were identified using a public dataset. They concluded that angles
and the gamma distribution can be maintained using minimum distance. Nattapon et al. presented
good research on CDRs using a telecom dataset [27]. In this study, they presented a method to
clean the large data using “filters to filter”. Later, this method is used to remove anomalies. Kasem
Ahmad et al. [28] presented a framework named the churn prediction SNA model. In this model, they
combine both big data and machine learning [28]. Onnela et al. presented an analysis of telecom data
using CDRs [29]. For this, they have selected a large dataset consisting of millions of CDR data. They
have used CDR and considered them as weighted graphs [30]. According to these authors, it helps the
readers to understand the structure of a network.

From the above literature review, we made the following observations. First, the research topic
is new and thus still evolving. Secondly, limited research has been carried out in this area. Third, in
existing studies, a generic model and the framework were presented. Thus, to fill this gap herein, we
presented an interactive multilevel system for the analysis and modeling of internet activity data. The
complete description details of the proposed multilevel system model are given below.

3 Proposed Interactive Multilevel System

Fig. 3 shows our proposed multilevel system. In this figure, a reader can see a three-level system
design model. In this section, we explain the functionality of each level.

3.1 Level 1: Data Collection, Preprocessing and Cleaning

At first, the raw data is collected and then preprocessed and cleaned. The Raw Data of CDR
is collected from Telecom Italia. The key function is to treat the missing values and to reduce the
preprocessing. Thus, the data set size is reduced and all unnecessary information is discarded in this
stage. Eq. (1) is used to perform this task.

IARmissing = IARt — 1 + TARt + 1 I
2

where 14 Rmissing is the timestamp value, [ARt—1 is the value of the previous timestamp and IARt+1
is the value of the next timestamp. In addition, we also convert the numeric column into the factor
columns. Finally, the clean data is forwarded to the next level for further processing.
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Figure 3: Overview of conceptual interactive multilevel CPSS system

3.2 Level 2: Data Processing

Python Data Analysis (Pandas) is used for the handling of incoming data. Initially, our proposed
data storage system creates filtered big data. Herein, redundant data and errors were removed. The
key responsibility of pandas is to perform transformation and the manipulation of data. For further
processing, the load-balancing function is performed and for this purpose, a load-balancing algorithm
is used. The objective here is to distribute the load to the various servers in equal sizes. The equal-size
distribution is helpful to increase the system’s efficiency. Thus, the servers process an equal amount of
output and generate the output at the same time. The processed data data is converted into a graph
and the processing of sub-graphs task has been performed. These graphs were sent to the processing
server by using intermediate layers. The graph database extracts the suggested internet activity record
measures named person correlation and the autocorrelation has been applied to the graph.

3.2.1 Graph Generation

This component is a key part of our proposed multi-level system model. Herein the process
of graph construction is performed. Milan city is represented as a Graph G. The unweighted and
undirected graph network data is represented by G, and G = (V, E) where V' and E are the vertices
and edges. The n = | V| denotes nodes, and m = |E| denotes edges are the connection between nodes.

The graph-building component increases the efficiency of our proposed system by dividing the
graph into various mutually exclusive subgraphs. After completing this task the independent subgraphs
are sent to the processing server for further processing. Hence, the overall system load balance is
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maintained. Herein, the parallel graph processing component processes the graph, and also multiple
servers are available to process each sub-graph as shown in Fig. 3. Herein, each parallel graph
processing server is equipped with a specific graph algorithm. The specific algorithm runs based on
the user’s request. As a result, every server produces corresponding output to each graph algorithm
for each subgraph of the main graph. When graph processing is required, the subgraph forwards all
independent subgraphs to the processing server, here the load balancing task has been performed.

3.3 Level 3: Modeling and the Analysis of CDR Network

At this level, the data analyses and the modeling task have been performed and the interactive
results are displayed to the end users. It contains a storage device and a cloud server. The graph
database sends the partial results and is stored in the storage server to the data server. Herein, the basic
functions are decision-making and visualization of processed data. The analysis has been performed
based on spatiotemporal patterns. Finally, the proposed system displays the desired results (internet
activity record) to the end users.

4 Data Analysis and Experimental Results

In this section, we performed detailed experimental data analysis and also initiated a detailed
discussion on the achieved experimental results. Herein, we use ‘Network X’ [31] as is a popular
network package used for the analysis of networks. Network X core package provides a complete
data structure and is comprised of various algorithms used for directed and undirected graphs.

In this section, we first explain the dataset. Secondly, we present a detailed data analysis on pre-
processed data and then our proposed system performs spatial-temporal analyses. Herein, we have
used the “Telecom Italia Big Data Challenge” [32]. This data was provided by the Italian Telecom.

Data between Trento and Milan cities were collected and a description of the dataset is listed in
Table 1. In this table, the dataset type, issuer, and size of the dataset are given. The key elements of this
dataset are:

e id1: It shows the number of squares in Milan/Trento.
e id2: It shows the square of the Milan/Trento grid.
e Times: It shows the time occurrence of different events.

Table 1: Dataset: telecom Italia

Dataset Issuer name Area Rows Column Dataset size
Grid Telecom Italia Milan, Trentino 1,048,576 8 79.0 MB

We have used processed CDR data and then 1-day activity has been performed. In this activity,
we used 3 h of raw data and then aggregated it. As a result of aggregation, the data is further divided
into 8 different slots, and the time duration for 24 h.

4.1 Spatial Analysis and Internet Activity Record

Fig. 4 presents the spatial analysis (internet activity) for Milan. We have plotted the temporally
averaged internet connections for each cell and averaged over the entire week (1-7 November). In
this figure, the black ~0 connections and white ~5000 connections were shown. A reader can see
that internet activity is higher, especially when going to the center of Milan city. It reduces when we
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go or move away from the city centers. We repeated this experiment and a similar phenomenon has
been observed using different time intervals. Thus, this experiment concludes that most of the internet
activity has been observed in the central regions of Milan city. The next step is to identify the different
areas of internet peak usage in Milan city.

Internet connections for each cell in Milan

45.55 1

45.50 4

4545

45.40

45.35
T T T T T

T
200 805 8910 915 920 925 930

Figure 4: Spatial variation and the internet activity records for Milan

4.1.1 Spatial Correlation

During our previous experiment, we observed that internet activity distribution is not uniform
over the entire Milan city. The sub-regions differ in dynamics because these are residential and
commercial areas. Thus, herein, we have suggested a Pearson correlation [33]. This is spatial correlation
variation between target grids in a specific area. In general, the target grids comprised of rounding
and grids.

p_ O (8,8:-J) )

D
0;,01,]

The Eq. (2) 1s used for the computation of Pearson correlation. Herein, o is the standard deviation
and the cov is the co-variance. In addition, g;,j shows the grid (in the vicinity). Fig. 5 shows the
visualization of mobile phone and internet activity. Herein, a reader can see that high communication
activity has been observed in Dumo, Bocconi, and Navigli regions. In addition, the number of
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connections in the Duomo is higher than in both Bocconi and Navigli. The reason is that a lot of
people were living in both areas. In addition, the calls were reduced during the weekend. Thus, in
upcoming experiments, we mainly focus on the peak internet peak usage in especially these areas.
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Figure 5: Mobile phone and internet activity in different areas over Milan city

4.2 Temporal Analysis and Internet Activity Map of Specific Areas over Milan

For this experiment, we first fixed spatial variation, and then internet activity was observed for a
week. Fig. 6 presents the variation of internet activity records over a week in the Dumo region.

In this figure, we observed that from midnight to the early morning the use of internet activity
increases (over time). Similarly, from noon to afternoon it decreases. Finally, from evening to midnight,
it again increases. We check similar patterns and observations using different time slots. Thus, the same
pattern is observed over a day, week, and also in a month.

4.2.1 Temporal Correlation

The temporal correlation is a time series data. The autocorrelation function (ACF) is used for the
computation of correlation between the current and the previous time series [34].
ZIT=T+1 (at - aA) (at—t - aA)

V=7 (3)
Zr=T+1 (at - aA) (at—t - aA) 2

The above Eq. (3) is used to compute this value. Herein, 7 is the time steps in the time series, a*
is the average time series data value. The temporal dependencies of CDR data are represented on an
hourly basis.
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Figure 6: The number of internet connections in Dumo

Fig. 7 shows the CDR data in a time series curve. The x-axis shows the time or lag. The y-axis
shows the number of internet connections. Herein, the autocorrelation function shows a very strong
correlation at a lag of 24 h (time duration), which is consistent with visual observation of 24 h in
the internet activity. It is observed from this figure that hours patterns exist in CDR data as the
autocorrelation function shows the peak data after 20 h.

Autocorrelation Function

—— Duomeo: Data

Autocorrelation

Lag [hour]

Figure 7: Auto correlation on the Duomo

4.3 Modeling Internet Usage in Duomo

Herein we propose a model for measuring the high internet activity in the Duomo area. The
proposed model assumes sinusoidal behavior for internet activity throughout 24 h.

Herein, we suggest SciPy’s curve fit method to fit a sin curve with a period of 24 h to the Duomo
data. The sine model appears to be a reasonable fit for the Duomo data. Fig. 8 shows the modeling
of internet usage in the Duomo region. In this figure, the x-axis demonstrates the time measured
in hours and the y-axis shows the number of internet connections. Herein, we simulated an original
model with the proposed model. The next step is to analyze the residual to determine if it is statically
stationary. The autocorrelation function calculation of the residual gives us more clues on the statistical
nature of the residual. It is noted that for completely random, statistically stationary data the strongest
correlation exists at lag = 0 and decreases as lag increases. Fig. § shows the plot of the residual and
the modeling of internet usage in Duomo. Herein, we can see that only a weak correlation remains at
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24 (and 12) h in our residual. This is contrasted by strong correlations observed in the raw data. From
this experiment, a reader can see the efficiency of our proposed model.
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Figure 8: Modeling of internet usage in Duomo

4.4 Peak internet Analysis in Duomo and Navigli

In this experiment, we examine the peak internet analyses in Duomo and Navigli. Thus, we have
divided our proposed model into 10, 000 cells. The objective here is to see what else we can learn about
internet usage in these areas. Fig. 9 shows the high internet usage in the Duomo (downtown) district
and Navigli (Nightlife) district of Milan.

In Fig. 10, we examine that peak usage (from the model) occurs at roughly hour 14 (2 pm) in
Duomo and roughly hour 18 (6 pm) in Navigli. This is intuitive as we would expect downtown areas
to be fairly empty in the evening while areas of nightlife have more activity late into the evening,
pushing peak usage to later in the evening.
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Figure 9: Peak internet analysis in Duomo and Navigli



12

Internet Connections

10000 I
------ Duomo - data
I Navigli - data
”I’\‘\
6000 #2 X
. / \ "
oSN e \- S
N/ Y N ~
" X La” P |
o0 /NN o W Y
!' ‘\ A ";r- A
7 \ “. ; \\\
=X L ': e
2000 B St g e
\\ . g “""-..
0 ] ] 1 ]
0 5 10 15 .1
Time [Hour]

Figure 10: Peak usage in Duomo and Navigli

4.5 Complete Map of Peak Usage

CMC, 2024

Fig. 11 shows the peak internet usage map using our proposed model across Milan city. In this

figure, we can see that the majority of cells have peak usage in the middle of the day (black to red) with

a few clusters showing peak usage that has shifted into the evening (orange to white).

Time of day for peak Internet usage (Black=noon, White=10PM)
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T
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Figure 11: Peak usage of internet activity records
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5 Conclusion

Herein, we proposed an interactive CPSS system on a big data platform using telecom data.
The interactive CPSS system performs analysis and the modeling of internet usage data provided
by Telecom Italia. Our proposed system first converts the large-scale telecom data into a graph and
then applies the person correlation and the autocorrelation for peak usage of internet activity in the
different regions of Milan. The proposed CPSS model is divided into different levels and each level has
different functionality. At first, the data collection receives raw telecom data. The next step is to pass
through the next level, named data processing. The data processing performs different functions, for
instance, processing, storage and analysis, etc. The suggested internet activity record measures were
employed. Finally, our proposed CPSS system accurately identifies different areas of peak internet
usage in Milan city. In the future, we will consider the security aspects of our proposed model.
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